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Preface 
In this publication, Statistics Norway presents documentation of user testing conducted during the 

development of a new electronic data collection solution for the Household Budget Survey 2022. 

Karianne Lund and Nina Berg from Division for Methods have planned and carried out the tests. 

Gezim Seferi from Division for Social Surveys and Maciej Warchal from Division for User Insight and 

Web Development assisted with execution and expert evaluation. Esben Berg Aasgaard from 

Division for Corporate Communication contributed with design sketches and expertise. Kristin Egge-

Hoveid from Division for Income and Living Conditions Statistics and Aina Holmøy from Division 

from Social Surveys participated in planning and analysis. Together, they have, at times, been part of 

the user testing team and have been integral to the larger development team for the new 

Household Budget Survey. The entire development team for the Household Budget 2022, along with 

interviewers and the Service Centre, has also contributed throughout the user testing process. 

Statistics Norway, 5 March 2024 

Arvid Olav Lysø 



Documents 2024/19 User testing of the new Household Budget Survey 2022 

 

4 

Abstract 
Statistics Norway (SSB) has monitored Norwegian households’ consumptions since 1958. The 

Household Budget Survey (HBS) is one of SSB's most complex social surveys and has traditionally 

been collected using paper diaries and a combination of in-person and telephone interviews. In 

2022, SSB introduced a significant change by adopting a digital approach, encouraging participants 

to self-report via an app, which included a feature for receipt scanning. This change aimed primarily 

to reduce the respondent burden, counteract declining response rates, and meet a general need for 

modernization. An extensive series of tests was conducted to ensure the app's functionality met the 

diverse needs of respondents, focusing on user-friendliness and inclusivity, as this report describes. 

The development of a new data collection tool was guided by the potential and challenges of 

integrating “smart technology” into survey processes. Feedback from our tests indicated that the 

majority of participants found the app convenient and easy to use, reflecting the prevalence of 

mobile technology use among working-age individuals in Norway. Many, but not all, are experienced 

mobile users and understand the interactive language of touch screens, scrolling, swiping, and the 

like. However, older participants showed a higher degree of hesitancy and encountered more 

technical issues, suggesting a digital divide that could impact participation rates among certain 

demographic groups.   

With the transition from interviewer-administration to respondents’ self-completion of the survey in 

the app, we saw a clear need to simplify the task of responding. The length of the questionnaire and 

the diary-keeping period were reduced, and English was offered as an alternative language. 

However, it is a challenge to communicate in-app the survey tasks to do the respondents. We know 

that the more information required, the harder it is to communicate this information. For 

respondents the tests suggested that interpretation of the response task is a greater challenge than 

handling the app itself. Technology offers us many new possibilities to guide and direct respondents 

through the survey, but an app has limitations in conveying nuanced instructions. Interviewers have 

made a significant difference in communicating the task. They are crucial in recruitment and have a 

more central role in motivating, guiding, and providing technical support to respondents than has 

been common in telephone and web surveys. They have also been important in assuring 

respondents that it is safe to open the survey link received via SMS from SSB. 

Even though the majority carried their mobile phones with them most of the time, they did not 

record their purchases as promptly as we had hoped. Many forgot receipts from stores, and there 

was often a delay between shopping and recording. This affects memory and results in less detailed 

reporting. Less frequent record-keeping, along with superficial reporting for other household 

members, leads to less detailed and accurate reporting. Scanned receipts are checked less 

frequently than desired. Overall, respondents show less motivation to report as accurately as 

before. Whether the volume and details of scanned data can compensate for less accurate manual 

recording remains inconclusive for now. Further analysis of survey data from the new Household 

Budget Survey 2022 will provide a basis for an independent evaluation and report. 

Through extensive user testing, SSB has gained valuable insight and in-depth knowledge of how the 

new Household Budget Survey app functions when interacting with respondents. Here, we share a 

summary of this work. 

NOTE: Please note that this report is a condensed translation of an internal publication at Statics Norway 

from 2023, see Brukertesting av ny forbruksundersøkelse (ssb.no). The full Norwegian version includes 

descriptions of each test round. In the English version this is not included as understanding of the 

Norwegian language and culture is a prerequisite for comprehension. The translation process was 

supported by AI technology and verified by SSB for accuracy. 

https://www.ssb.no/inntekt-og-forbruk/forbruk/artikler/brukertesting-av-ny-forbruksundersokelse/_/attachment/inline/89765003-6aee-4b94-bf89-8193c8d4ec6f:bf153e236392b6647b20e3d91be521b3112f940d/NOT2023-56.pdf
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1. Introduction 

1.1. Background 

Statistics Norway (SSB) has been mapping the annual consumption of Norwegian households since 

1958, with the previous survey being conducted in 2012. In the Household Budget Survey (HBS), we 

collect information on the actual consumption of various goods and services from a representative 

sample of Norwegian households. These households should be representative of different 

household groups to be used as the basis for calculating the consumer price index and are also 

included in the National Accounts. The survey results were published towards the end of 2023. In 

the previous survey, data was collected through a combination of in-person and telephone 

interviews, along with a period of recording household expenses and receipts in an envelope, which 

was submitted to SSB for scanning. The Household Budget Survey is conducted in several other 

European countries as well. The development work in Norway has been guided by the need for 

comparability over time and across countries and to meet Eurostat's requirements for data 

collection and reporting. 

For the 2022 Household Budget Survey, it was decided to develop an app that can be used to scan 

receipts. The main purpose of this transition was to make the task of responding easier for the 

respondents and thus counteract declining response rates. SSB aimed to meet user expectations 

and offer a more user-friendly way to participate in the survey. At the same time, SSB wanted to 

exploit new technology to reduce the extent of manual coding and scanning at SSB. Importantly, the 

measures were intended to counteract declining response rates without compromising the quality 

of data and statistics. 

Below, we provide a description of the method, analyses, results, and recommendations delivered 

by the user testing team (see Table 1.1 page 8) in connection with the development of the HBS app. 

The work was carried out from January 2021 to June 2022. 

To assist the reader, we have compiled key terminology and abbreviations in the "Glossary and 

Abbreviations" section at the end. 

1.2. The purpose of user testing   

When developing new questionnaires and data collection solutions, user testing aims to identify 

potential measurement errors that could compromise data quality. The primary objective of user 

testing is to gain insight into respondents' experiences with the survey, develop respondent-driven 

designs to reduce the response burden, and understand respondents and the potential sources of 

measurement errors. By understanding respondents and what may lead to measurement errors, we 

can create better solutions. We can design simpler and more unambiguous questions and data 

collection methods, resulting in more precise and comparable answers to ensure high participation 

rates and good data quality. More details about what user testing entails can be found in Chapter 2 

on theoretical and methodological background. 

1.3. The measurement instrument  

The Household Budget Survey is a household survey with a measurement instrument consisting of 

several parts: 
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1. Recruitment interview conducted over the phone with a contact person (the "reference 

person"1) for the household. 

2. A diary for recording ongoing expenses for one week (the reference week). 

3. A questionnaire about fixed expenses and significant purchases made in the past year. 

A dedicated user testing team worked on the development and advisory aspects related to the 

content and design of all parts of the survey (a detailed description of the team and its work follows 

below). 

The recruitment interview conducted over the phone was carried out using a dedicated system 

called Blaise, and this was not changed from the previous survey. The diary and the web 

questionnaire were integrated into a common electronic data collection solution, referred to as the 

"web app" or HBS app. We developed the HBS app as a Progressive Web App (PWA). This means it is 

an application accessible through a link in a web browser on either a mobile phone, PC, or tablet 

and can be saved to the device's home screen. This solution was chosen because users can open the 

link directly with a tap and log in with ID-porten/bank-ID2 without having to download the app from 

AppleStore or GooglePlay, which some were reluctant to do at the time. A PWA solution allowed 

users to switch between using the solution on all their devices. A central new feature offered in the 

diary is the ability to automatically read receipts optically through the camera of a mobile 

phone/tablet using Optical Character Recognition (OCR). However, this scanning function can only 

be used on "smart" devices with a camera, i.e., devices with sensor or smart technology. This can be 

worked around by using a device with a camera and transferring the data to a device without a 

camera, such as a PC, or by manually recording receipts. 

When we refer to the "measurement instrument" in this report, we focus on the digital tool that 

respondents "see," i.e., the HBS app. We do not delve into the underlying system that makes it all 

work, often referred to as the "back-end" of the entire data collection system. 

A new interdisciplinary team was assembled to develop the data collection solution. For some team 

members, knowledge about the survey, data collection in general, and the use of apps in data 

collection were new concepts. Nevertheless, we clearly have been able to draw on generalizable 

experiences from other surveys regarding how we communicate with respondents and their 

experience of the "user journey," i.e., being part of surveys from start to finish. Experiences from the 

transition to web-based data collection for several of SSB's social surveys in recent years have also 

served as valuable insight into our work. 

1.4. Organizational structure 

As mentioned, the development of the new Household Budget Survey was organized based on 

"agile" principles. The HBS Team comprised employees from various parts of the organization to 

achieve interdisciplinary synergy between development and user testing. The progress of the work 

was guided in an agile manner through short "sprint" periods involving planning, technical 

development, testing, evaluations, and revisions, which were repeated in an iterative process. This 

aligns with best practices for user testing, where we are also accustomed to developing 

questions/surveys, testing, evaluating, and revising in an iterative process3. 

The work of the user testing team was adapted to the technical development process of the data 

collection solution in the HBS Team. Figure 1.1 illustrates this process. 

 
1 See definition/description in Glossary and Abbreviation, page 39. 
2 A national secure method for login to public services online. 
3 See Development process/Process model in chapter 2, page 14. 
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Figure 1.1 The development process for the app 

 

 

The user testing team began by assessing the information needs in the 2nd quarter of 2020. 

Following this, design sketches (prototypes) were developed and tested. After the first version of the 

app was developed and the piloting of the survey was conducted during the summer of 2021, we 

evaluated respondents' experiences with the app and participating in the survey. The app was then 

revised again before the data collection for the new Household Budget Survey commenced in 

January 20224. Following the field start, the app was re-evaluated in the spring of 2022, and minor 

updates to the app and survey communication1 were implemented from March 20235. 

The sprint periods were 2-3 weeks in length throughout the project period. This was primarily 

adapted for technical development and was suitable for testing individual elements as they were 

being developed. However, for qualitative methods and testing of the entire concept, this was a very 

short cycle for planning, recruitment, testing, analysis, and reporting. In practice, we found that the 

iterative testing process often required larger teams or longer periods, both for technical 

development and user testing, to be carried out effectively. The review of the tests revealed that we 

did not always manage to complete a full iterative cycle, including the revision of technical functions, 

even though we could separate ourselves from the sprint periods. We have tried to find satisfactory 

solutions within the resources available to us without deviating too much from the working methods 

and principles that we otherwise have good experience with. 

1.5. Participants at SSB 

The work on developing a new data collection solution for the Household Budget Survey was carried 

out by an interdisciplinary team. The following areas of expertise were represented: 

• Statistics Division 

• Technical Development 

• Data Collection 

 
4The data collection period for the Household Budget Survey runs for one year, from January through December 2022. 
5 Adjustments or improvements to survey communication (from the interview corps or through emails and SMS) after data 

collection has commenced are common practices to increase the response rate. However, there have been no changes to the 

design of the front end of the app itself.  
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• Web Development and Interaction Design  

• Methods Division 

The team responsible for planning and conducting user tests has also been interdisciplinary, 

consisting of participants from both within and outside the project groups for the Household Budget 

Survey6. See Table 1.1: 

Table 1.1 Participants in the user testing team for the Household Budget Survey 

Name Section Role in the team 

Kristin Egge-Hoveid Division for Income and Living Conditions 

Statistics 

Product Owner and Project Manager for the new 

Household Budget Survey 

Esben Berg Aasgaard Division for Corporate Communication   Designer (Sketching App & Testing and Advisory) 

Gezim Seferi Division for Social Surveys Recruitment, Moderator Assistant, and Advisory 

Frode Larsen  Division for User insight and web 

development  

Interaction Design and Advisor 

Maciej Warchal Division for User insight and web 

development 

Interaction Design and Advisor 

Karianne Lund Division for Methods  Planning and Conducting User Tests and Moderator 

Nina Berg Division for Methods Responsible for Planning and Conducting User Tests 

and Moderator 

 

Karianne Lund and Nina Berg planned and conducted the tests. Throughout the process, we have 

had assistance in conducting the tests from Gezim Seferi, Esben Berg Aasgaard, Kristin Egge-Hoveid, 

Maciej Warchal, and Frode Larsen. Others in the HBS team at large have also provided advice within 

their respective areas of expertise in some tests or parts of the work. The work was led by Nina 

Berg. 

 
6For an overview of participants in the project groups for the development of the new Household Budget Survey and who are 

referred to as the "Household Budget Team" in this report, please refer to the following section: Feil! Fant ikke 

referansekilden., side 43.  
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2. Theoretical and methodological background 
In the development of a new data collection solution for the Household Budget Survey, the user 

testing team worked on both development, user testing7, and continuous evaluation of the 

measurement instrument. The goal of this work was to reduce the response burden for those who 

responded and reduce potential measurement errors that could undermine data quality. Our 

theoretical approach to the development work was based on cognitive psychology and well-

established qualitative methods and implementation principles, which we will describe here. 

2.1. The cognitive perspective on the response process 

In the process of developing questionnaires and data collection solutions, we applied a cognitive 

perspective on the response process, often referred to as a respondent perspective (Tourangeau, 

2000). Such a perspective aims to reduce the response burden for survey respondents and enhance 

the quality of their responses. The goal is to develop respondent-driven designs for data collection. 

There are many examples where the needs of those who respond have not been well taken into 

account in the design of questionnaires. Those who design the questions and create the forms often 

do so based on their own understanding of the phenomenon they are investigating and their data 

needs. They tend to use technical language, which often differs from the language of the survey 

target group. Often, they are not aware of whether respondents have the same understanding of 

the language and whether they perceive the questions in the way it is intended. 

Since the 1970s and 1980s, attention to the cognitive response process has increased. This 

approach to the response process acknowledges that respondents go through a complex cognitive 

process for each question they are asked in a survey. This respondent perspective replaced the 

earlier, more mechanical view of the response process, where data collection was seen more as the 

collection of data that were ready for "harvesting." 

The American psychologist and survey methodologist Roger Tourangeau (2000) developed the 

response process model that we have based our work on, as shown in Figure 2.1. Since we were 

working with a digital tool where navigation and interaction with the app are essential, we added 

"navigation and interaction" as a backdrop to Tourangeau's response process model. 

 
7 User testing, as described in this report, does not include technical testing. Technical testing was handled by those working 

on technical development in the HBS Team. Therefore, we do not describe this work here, even though the user testing team, 

along with the rest of the HBS Team, has been involved in it. 
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Figure 2.1 The response process model adjusted 

 

Source: Adjusted after Tourangeau, R., Rips, L. J., Rasinski, K. (2000), The psychology of survey response.  

The model illustrates that during the interpretation phase, inadequate text or guidance can create 

problems for the respondent. For example, providing insufficient information or using unclear or unfamiliar 

words and concepts can lead to respondents not understanding the task and/or interpreting it differently 

when providing their answers. 

Once the question is interpreted, the retrieval of information begins. Respondents must think about what 

information they need based on their interpretation. Factors that make this process challenging include 

questions about events that occurred a long time ago, as memory fades and becomes less reliable in time. 

After retrieving the information, it's time for evaluation. The more abstract the question, the more 

challenging it is to arrive at an answer. If the questions are also complex, it becomes difficult to process or 

estimate and arrive at a response. For example, when multiple factors are involved, a kind of average must 

be calculated. Some respondents may master this, while others may struggle. This doesn't necessarily mean 

that the answers of those who master it are more accurate than others. Additionally, people often tend to 

provide socially acceptable answers. 

Reporting is the final step in the response process. Respondents may feel that their answers do not fit the 

provided response options. Common issues include missing response options or difficult terminology in 

the response options. It's also not uncommon for measurement units to not align with question asked, 

such as being asked about frequency (e.g., "how often") while response alternatives are given in 

proportions (e.g., "a large part of the time"). 

We've illustrated that navigation and interaction underlie Tourangeau's model because a majority of 

Norwegian respondents today answer surveys on mobile devices and must be familiar with the digital 

language of mobile devices. This digital language includes knowing where to find elements on a mobile 

screen, how to navigate from one screen to another, swipe horizontally, scroll up and down on a page, 

interpret symbols and interactions, identify clickable elements, and understand how to change settings. 

These functionalities are increasingly becoming part of an interactive digital language for PCs and tablets 

as well. Therefore, respondents' navigation and interaction within the app's "user interface" significantly 

influence the entire response process. 

In general, it is believed that these are the steps in a process that most respondents go through when 

answering questions. In Figure 2.1 the process appears linear, but it often requires revisions along the way 

which the arrows attempt to indicate. Not all questions are equally demanding to answer. Many items can 

be answered spontaneously, and the closer the respondent is to the topic or when the behaviour being 

assessed occurred, the easier it is to respond. For example, in Norway, questions about age typically require 
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less thought than questions about the household's total income. Evaluating abstract phenomena is difficult 

for most because it requires retrieving information and selecting what is relevant. Often, it can involve 

aspects the respondent hasn't considered before or requires estimation or approximation, further 

complicating the task. Respondents may choose to refrain from answering or respond with "don't know" if 

possible. Responses can also be influenced by previous answers in the questionnaire because respondents 

often seek consistency throughout the survey. 

To achieve good data quality, it must be straightforward for respondents to go through all the steps in the 

response process for each question in the survey. Questions and navigation must be simple, clear, and 

unambiguous. If questions demand a lot from respondents in any of the phases (interpretation, retrieval, 

judgement, or reporting), the response burden can become high for those who respond. This may lead to 

respondents using mental shortcuts to formulate their answers quickly and complete the survey. This is 

often referred to as "satisficing." It can result in unit non-response, where respondents abstain from 

participating, partial non-response where respondents skip individual questions or sections of the survey, 

or measurement errors where respondents do not invest the required effort to provide precise answers to 

survey questions. Among these, unsystematic measurement errors can be the most problematic, as they 

can be difficult to identify and calculate the effect of. 

2.2. Method of implementation 

The process model for developing measurement instruments 
When developing new survey forms or measurement instruments, such as for the Household 

Budget Survey, the work is organized according to a systematic process, as seen in our process 

model in Figure 2.2. It is essential to emphasize that the development process is not linear but 

iterative. We begin with specifying information needs before moving on to developing questions and 

response options. After that, we work on questionnaire design and functionality, ending the process 

with testing the entire solution (see Figure 2.2). 

In this case, we started by testing sketches of solutions early in the process. We made changes 

based on observations from the tests and retested accordingly. Subsequent changes were made as 

the work progressed throughout the development cycle. The model illustrates how the work began 

with specifying information needs (1), with additional elements and details added during 

operationalization and design, such as instructions (2.2), visual aids (3.1), and functionality (3.3). In 

the pilot phase (4.2), the entire measurement instrument, i.e., the HBS app, along with the data 

collection procedure, was tested, focusing on how all parts of the solution worked together in 

practice. 
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Figure 2.2 The process model for development of measurement instruments 

 
Note: The process model for the development of the survey questionnaire is part of SSB's business model (GSPBM), which is based on what we 

refer to as the Total Error model or Total Error (TE).8 

Throughout the development and testing process of the measurement instrument, we employed 

various forms of qualitative methods, which we will describe in more detail below. The approach or 

method we chose depended on the data needs and the stage we were in the development process. 

The development of the new Household Budget Survey essentially involved a transition from an 

existing paper-based questionnaire to self-completion on the web/in the app. We began by 

evaluating where there was the greatest need for improvement (1.6). When the survey questions for 

the different sections were ready, we conducted cognitive tests (2.3). When sketches of the technical 

solution for a function or feature were ready, we conducted various types of user tests9. Finally, we 

tested the entire solution through cognitive tests and usability tests, as well as a pilot survey before 

the actual survey went into the field (4.2). 

An important premise for user testing is that the researchers' or surveyors’ data needs must always 

be balanced against the respondents' access to data. In other words, user testing ensures that 

required data is collected in a way that takes into account respondents' motivation, abilities, and 

access to information. By considering the respondents' perspective, we ensure a solid foundation 

for high-quality data. This means that through user testing, we contribute to high-quality statistics. 

Qualitative methods for user testing 
We have various qualitative methods or types of user testing to investigate how respondents 

interact with a questionnaire or an app and their user experience. The common feature of these 

methods is that we examine in detail how respondents in the target group for the Household 

Budget Survey reason or act. Therefore, we also call these information-rich techniques. However, 

qualitative methods do not tell us how widespread the reactions to a certain solution are. 

Qualitative methods can be very valuable in the development of questionnaires because they 

provide the opportunity to: 

 
8 See the description of the process model for statistical production here: https://www.ssb.no/omssb/kvalitet-i-offisiell-

statistikk/prosessmodell-for-statistikkproduksjon. 
9 We use the term "user testing" as a collective term for various methods to test how easy a system is to use to accomplish 

certain tasks for users. As such, we include usability testing in user testing. 

https://www.ssb.no/omssb/kvalitet-i-offisiell-statistikk/prosessmodell-for-statistikkproduksjon
https://www.ssb.no/omssb/kvalitet-i-offisiell-statistikk/prosessmodell-for-statistikkproduksjon
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1. Gain deeper insight into the respondent's perspective. We can better understand respondents' 

thoughts, opinions, and experiences related to the questions and identify any challenges or 

misunderstandings. 

 

2. Discover possible problems or weaknesses in the questionnaire. Respondents can provide 

feedback on whether the questions are confusing, unclear, inappropriate, or difficult to answer. 

This helps identify areas that need improvement or revision. 

 

3. Test the questionnaire's functionality and usability. This includes evaluating visual design, 

instructions, navigation, and functionality. 

 

4. Iteratively improve the questionnaire. Based on feedback from test respondents, we can make 

adjustments, revise questions, and make changes to optimize the questionnaire. This ensures 

that the final questionnaire is tailored to the respondents' needs and understanding. 

 

5. Improve the reliability of the collected data. By gaining insight into respondents' perceptions and 

interpretations of the questions, we can avoid misunderstandings or misinterpretations that 

could affect data quality. 

In summary, qualitative testing methods contribute to a thorough, user-oriented, and quality-

assured development of questionnaires. They help identify potential issues, improve functionality, 

and optimize questions to achieve reliable and valid data10. Where possible, we have also referred to 

quantitative data to confirm or contest findings or hypotheses from the qualitative work. 

Here, we will briefly describe the methods and types of tests we have used most in the development 

of the measurement instrument for the Household Budget Survey11. It is important to note that 

different testing methods can overlap or be used together. For example, cognitive interviews will 

often also have elements of user testing, and vice versa. Specific test designs are described in more 

detail for each user testing round in Chapter 3. 

Expert Evaluation 

When there is a draft questionnaire, such as for the Household Budget Survey, we start by 

evaluating it based on established guidelines for questionnaires, web design, and user interaction. 

This work is done by experts in questionnaire design, user interaction (UI), and user experience (UX). 

We typically distinguish between experience-based evaluations and evaluations based on a 

structured setup.12 

For the Household Budget Survey, we primarily used available insights and recommendations. This 

is not what is commonly referred to as an "expert evaluation" but rather refers to the analysis done 

by subject matter experts. Unlike user testing, which is normally conducted among potential 

respondents, this analysis is based on experience, and real users are not involved.  

We used at least two questionnaire methodologists and often also experts in web design and UI and 

UX when conducting expert evaluations in the development work. After individually reviewing the 

questionnaire, we  came together to compile our common observations into one report. Compared 

to user testing, such an evaluation is a more cost-effective way to identify weaknesses in a 

 
10 «Praktisk brukertesting», SSB (2006). 
11 For a more detailed overview of various types of tests, we refer to SSB's handbook for “Praktisk brukertesting”, SSB (2006). 
12 Such structured coding systems often rely on frameworks like Forsyth's 0-Questionnaire Review (Forsyth 1996) or Snijkers' 

Compact Expert Questionnaire Appraisal Coding System (Snijkers 2013) for their analyses. 
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questionnaire or measurement instrument. The results of such evaluations can contribute to 

reducing the respondent burden, increasing user-friendliness, and improving data quality. 

Cognitive interviews 

Cognitive interviews (Ericsson, K. A., 1984) are a qualitative user testing method used to gain insight 

into the question-answer process, as shown in Figure 2.1. In these interviews, we focus on how 

people process information. We try to uncover respondents' perception and cognition from the 

moment they read/hear a question until they have answered it or completed a survey. The focus is 

on how respondents think to arrive at an answer, in other words, the response process. 

We used this technique to gain insight into the user journey and the user's ability to use the app as 

intended. We aimed to understand how most people think about their household consumption, 

what constitutes a natural grouping and reporting of types of consumption, how respondents 

interpret questions and interaction in the app, and how they retrieve and evaluate their answers 

and complete challenging tasks. 

Usability testing 

Usability testing is aimed at assessing how user-friendly and understandable a solution is for 

performing specific tasks. Usability tests are more technical compared to traditional cognitive tests. 

In usability tests, we examine the interaction between respondents and the solution, including the 

interaction between text and graphics, functionality, and navigation. Various types of usability tests 

can be used to identify the risk of measurement errors and gain insights into how to improve the 

user experience. The different types of tests primarily vary in terms of their degree of 

structuredness. At one end of the scale, there are explorative tests that are investigative and 

unstructured. These are suitable for discovering unforeseen issues. At the other end of the scale, 

there are validation tests. These are structured and intended to be the final rehearsal. Between 

these two extremes, we find, for example, comparison tests, where two versions of the same 

question or solution are tested against each other. The choice of test type depends on what needs 

to be tested and where in the development process one is. 

To assess how an app or solution performs in different user situations or scenarios, we have often 

used scenario testing. This method is based on various user stories that describe a situation in 

which the user needs to use a digital tool to solve these scenarios. We use this type of usability 

testing to describe the interaction between the user and the solution and to evaluate the user 

experience and ensure usability. Such testing can identify errors and challenges and ensure that the 

solution works as intended. Scenario testing of prototypes is a cost-effective way to test solutions 

but has its limitations as neither the test situation nor the solution is authentic. This can affect both 

the use and the experience during the tests.13 

For the Household Budget Survey, we began with exploratory tests to gain insights into the subject 

matter and respondents. When sketches and/or functionality were developed, we used scenario 

testing and comparison tests, such as A/B or split tests, to compare two versions of the same 

solution. We also conducted evaluation tests after the pilot survey and after the fieldwork to 

examine how the survey functioned. 

Implementation  
The user testing process described were conducted by experienced moderators. The tests were 

conducted as digital remote tests, primarily through video calls14. This approach was adopted as an 

 
13 You can find more information about scenario testing and A/B testing in "Praktisk brukertesting" from 2006, Chapter 4.4.5. 
14 This, because our scope for action was limited during the development period due to the Covid-19 pandemic. (Between 

March 12, 2020, and April 2022, Norway was under lockdown, see 

https://www.regjeringen.no/no/tema/Koronasituasjonen/tidslinje-koronaviruset/id2692402/)  

https://www.regjeringen.no/no/tema/Koronasituasjonen/tidslinje-koronaviruset/id2692402/
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alternative to in-person testing, especially during the pandemic. During these remote tests, 

participants were asked to share their screens and use their mouse to point to what they were 

looking at, reading, or trying to solve. They were also encouraged to "think out loud" while 

completing tasks. 

In user testing of technical solutions, active listening15 and planned follow-up questions or probing 

are often allowed immediately after each element or functionality is tested. This approach aims to 

facilitate a smoother dialogue and allows testers to recall the considerations and evaluations they 

made during the process. This approach can provide deeper insights into the user experience. 

The testing method used saved time and resources and enabled the recruitment of participants 

from across the country. The tests were conducted either as one-on-one interviews or as focus 

group discussions with multiple participants simultaneously, following an interview guide that could 

be more or less open or structured. The person conducting the tests is referred to as the moderator 

or test leader, whose role is to lead the conversation without influencing the answers or outcomes. 

An observer often participated as well, observing the interaction between the moderator and the 

test participant, taking notes from the conversation/group, and contributing to the analysis. 

In some tests, we utilized sketches, prototypes, or different versions of questionnaires that 

participants were required to use to complete various scenarios or tasks. Tasks ranged from 

concrete tasks, such as comparing different user interfaces in A/B tests, to more exploratory tasks 

aimed at exploring conceptual understanding and gaining in-depth information. Through 

observation and feedback collection, we were able to identify patterns and gain in-depth insights 

into participants' interaction with and experience of the solutions. 

In agile development processes, time frames are often short due to need to control technical 

development and resources. This means that the time for qualitative testing must be reduced 

compared to what would be ideal for qualitative testing. "Quick tests" have often been delivered, 

allowing for the testing of many versions of elements in the measurement instrument. Development 

work has thus been characterized by exploration, trial, and error, which has contributed to 

increased confidence in the chosen solutions in the app. When reducing the testing time, certain 

elements can be omitted or simplified. For example, the role of an observer or recorder may be 

eliminated, and recorded notes may be in bullet point form rather than detailed transcripts. The 

interview guide or the length of the test setup can also be shortened. Priority was given to which 

topics and target groups are most important to investigate. Sometimes, the test setup relied more 

on the "thinking aloud" technique with probing during the process than a separate retrospective 

review. To streamline the process, summaries of analyses were presented in oral debriefings, and 

summary reports with bullet points in PowerPoint were delivered. 

Sample and recruitment 
Selection of test participants for usability testing is characterized by its strategic approach. This 

means that we typically invite participants who have a good understanding of the subject matter or 

those whom we believe will encounter the most challenges when using the web app, in order to 

learn from their experiences. This approach differs from random sampling, which aims to represent 

 
15 This means that we allow for immediate follow-up on what we refer to as "back channels," such as exclamations or in what 

we call "verbal communication" from the test participants. This implies that the moderator can follow up immediately with 

questions like "Can you elaborate?" or "Could you explain what you expected?" instead of addressing it later in a retrospective 

review guided by the moderator. In active listening, the moderator should still avoid interrupting and influencing the test 

participants. 
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an entire population. In qualitative interviews, we often recruit individuals who represent presumed 

problem groups or different "personas." 16 

Recruitment  

Recruitment primarily occurred through networks and social media advertising. In the early stages 

of the process, some participants were recruited from a list of individuals who had volunteered to 

be contacted by SSB for similar purposes. Test appointments were confirmed through emails, and 

we experienced minimal dropouts during the tests. 

Incentives  

All test participants (not employed by SSB) received a universal gift card as a token of appreciation 

for their participation. Informed consent was obtained from all participants, emphasizing that 

participation was voluntary, and they could withdraw from the interview at any time. 

Ethical considerations  
Regarding ethical considerations, user testing for the Household Budget Survey was not considered 

particularly sensitive, as it did not focus on highly sensitive activities. Therefore, no specific ethical 

considerations were made in relation to these tests.  

Documentation  
Documentation for all tests was in the form of audio and video recordings, with the consent of the 

participants. Some tests were conducted with both a moderator and an observer/notetaker. The 

moderator (and observers) recorded various observations during the interview, and all notes made 

during the interview were collected. Observations and interpretations were distinguished in the 

notes from the interview. 

Recordings from all tests were reviewed by at least one, often two, of the moderators after the test. 

This allowed the moderator to view the interview from an analytical perspective and ensured that 

important details from the interviews were not overlooked. The analysis was based on the recording 

as it is the only primary source of data from the interview. All notes from the tests must be 

considered secondary sources, as these notes have already been "filtered" through the moderator. 

Data processing and security measures  
Data processing and security measures were implemented. Documents containing personally 

identifiable information were stored separately from documents containing substantive data from 

the tests. Documents containing substantive data from the tests did not contain information that 

could identify the test participants. Personally identifiable material was deleted when the tests and 

analyses were completed. All other materials, including audio and video recordings, were deleted 

following the information provided to the participants. 

2.3. Analysis methods 

Systematization of data from the tests 
Data from each individual interview were entered into an Excel data file specifically designed for this 

purpose. The data was organized in a way that facilitated comparison across tests and 

questions/form elements. 

 
16 A "persona" is a detailed description of the profile of a fictional person or user, often accompanied by a user story, to help 

the service developer gain a better understanding of how the service or product is used.   
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The data were recorded with a level of detail that made it possible to understand what happened 

during the interviews for both the moderator and the rest of the testing team who were not present 

during the interviews. The interviews are not fully transcribed. In cases of doubt, we used the 

recordings to re-examine what was actually said and done. 

Methodological challenges 
In development of a new electronic data collection solution for the Household Budget Survey there 

were three specific challenges, in addition to the general goal of reducing respondent burden: 

1. Transition to a new data collection mode, i.e., from paper to web app, 

2. the use of a proxy interview to assess the consumption behaviour of other household members 

through a reference person for the household, and 

3. respondents' ability to remember behaviour and details of purchases from 12 months ago. 

First and foremost, the transition to a new data collection mode posed methodological challenges. 

This concerns the shift from paper diaries (PAPI) to web/app diaries (CAWI), where we were 

concerned with both comparability across time and mode, and whether an electronic data collection 

channel that requires "digital language"17 would be inclusive or exclusive for different target groups. 

Furthermore, mapping the total consumption of households can be demanding. Primarily because 

the survey has multiple parts/sequences, and because keeping a diary over a period can be 

perceived as challenging to complete. In particular, we note that it is difficult to get everyone in the 

household to keep a diary of their ongoing expenses. It is equally difficult to have his reported 

correctly by the reference person on behalf of others in the household, known as "proxy" reporting. 

In addition to ongoing and regular or fixed expenses18 for a reference week, participants are also 

required to record major purchases made in the past year in order for us to map the household's 

annual consumption. 

A particular challenge with questions about behaviour is respondents' ability to remember and 

recall detailed and accurate information about what they actually purchased. Memory problems can 

lead to systematic underreporting of specific purchases. A methodological challenge has been to 

come up with a form design that helps respondents with interpretation, recall, evaluation, and 

reporting of precise consumption information. 

2.4. Strengths and weaknesses of user testing   

To ensure that the questionnaire functions in line with its intentions, one must first be aware of and 

adhere to established best practices, or "Current Best Methods" (CBM). Secondly, the questionnaire 

should be tested on actual respondents. Respondents' thoughts and behaviours are too complex to 

predict how a questionnaire will perform without exposing it to those who will use it. Testing is the 

only way to ensure that the questions in the questionnaire effectively communicate what we intend 

to respondents (Campanelli 2008). 

 
17 By "digital language" we indicate that the user needs "language" or experience with digital technology to participate in a 

digital survey. That is to understand how a PWA or app works and how to use it. An able user must have the skills to find, 

interpret, and evaluate conventional design and content in an app, and to interact with digital information or the app's user 

interface. 
18 The Household Budget Survey distinguishes between ongoing and fixed expenses. Ongoing expenses are usually food and 

household items, clothes, hobbies, holidays and free time, or other expenses that you manage yourself. The amount is not 

predetermined or agreed in advance, as it is for fixed expenses. Fixed expenses can be, for example, housing expenses 

(electricity, rent, communal expenses, etc.), interest and instalments on loans, transport expenses, public charges, insurance, 

mobile expenses, nursery expenses and the like. 
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User testing based on qualitative methods such as observation, interviews, or interpretation of 

human actions and expressions often provides opportunities for multiple valid alternative 

interpretations and rarely yields a "neutral" or "objective" answer or finding. Several factors can 

influence the quality of user testing. For example, test participants may provide socially acceptable 

responses or behaviour, or the testing situation may affect them differently than a real situation 

would. The use of incentives and recruitment strategies can also result in more motivated test 

respondents than ordinary respondents randomly selected to participate in our surveys. Therefore, 

it is important to distinguish between when we investigate a phenomenon in a test situation versus 

a real situation, such as when we conducted follow-up interviews with participants in the pilot or 

standard survey for the Household Budget Survey. When participants are aware that they are 

participating in a test, this is different from when they are actually participating in a real survey and 

can affect their motivation and behaviour. 

The testing situation can affect test participants in several ways, both positively and negatively. The 

advantages of being in a testing situation include increased attention and fewer distractions. Test 

participants may be more attentive and engaged in tasks when they are aware of being observed 

and evaluated. They may also experience fewer distractions in a controlled testing environment, 

which can help improve their performance. However, the testing situation can also have some 

disadvantages. Test participants may experience performance anxiety, which can negatively affect 

their performance. They may also behave unnaturally or exaggerate their behaviour to create a 

specific impression on the testers, leading to incorrect or misleading data. The observer effect can 

also influence participants' behaviour, as they may be affected by the attention and presence of the 

testers. 

Well-established and carefully designed procedures with experienced moderators are essential to 

ensure the quality of qualitative observations and findings. We have also used method triangulation 

by gathering observations from interviewees and service responses, as well as quantitative data 

sources such as interview, process, and survey data, whenever possible. Using data from multiple 

sources has helped strengthen or weaken observations from our qualitative work. 
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3. Tests  
To take into account the perspectives of the Household Budget Survey target group, extensive 

testing was carried out in multiple rounds of iterative testing and evaluation. The test series began 

with gaining insights to understand the data collection process and describing possible user 

scenarios and user journeys. In this phase, we primarily relied on in-house test participants. The 

idea was to identify and rectify the most elementary issues before involving “external” participants 

outside of SSB. The work then transitioned to testing various prototypes, using both in-house and 

external participants. In the final stages of the development process, usability tests were primarily 

conducted with participants outside of SSB, and the app was subjected to realistic testing. The final 

rounds of testing clearly emphasized usability testing of app functionality together with focus on the 

entire user journey and the cognitive response process. 

Between each round of testing, those responsible for conducting user testing involved the entire 

HBS Team in analysis and evaluation meetings. Here, changes were discussed, the data collection 

solution was adjusted, and new tests were planned in an iterative development cycle where insights 

from one part of the process were used in the next, and so on. In this work, it was essential to be 

able to quickly identify potential problems, user challenges, or areas for improvement before data 

collection began. Due to resource constraints, much of the testing had shorter timelines for 

planning, execution, analysis, and reporting than what is described in the methodology in Chapter 2. 

Especially the initial rounds of testing can be described as "quick testing." In subsequent test rounds, 

we worked iteratively within the round, not just from one test round to another. 

All user testing was conducted via Teams. One advantage of face-to-face or F2F19 online testing is 

that we could share screens and observe how test participants completed tasks in the app. At the 

same time, test participants may have felt that they could work quietly on tasks without someone 

observing them present in the room. This can have contributed to a more realistic reporting 

situation. 

In table 3.1, we have compiled an overview of the user tests conducted for the Household Budget 

Survey app. 

Please note that the Norwegian version of this report (Brukertesting av ny forbruksundersøkelse (ssb.no), 

includes detailed descriptions of all 9 test rounds conducted during development. In this English version, 

we have not included this content because an understanding of the Norwegian language and culture is a 

prerequisite to comprehend the analysis from each test. 

In the following chapter, we will summarize the tests and discuss methodological challenges. 

  

 
19 F2F is short for "Face-to-Face" and means that the interviewer and the interviewee or test person see each other. Whether 

this happens physically or online needs to be specified as well. 

https://www.ssb.no/inntekt-og-forbruk/forbruk/artikler/brukertesting-av-ny-forbruksundersokelse/_/attachment/inline/89765003-6aee-4b94-bf89-8193c8d4ec6f:bf153e236392b6647b20e3d91be521b3112f940d/NOT2023-56.pdf
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Table 3.1 Overview of conducted user tests 

# Name Period Number Recruitment and target group Length Incentives 

1 

Usability test of the 

first version of a 

prototype 

Week 45, 2020 
9 interviews 

(Teams) 

 

In-house sample via family and friends 

of SSB employees 

45 min No 

2 
Usability test of revised 

prototype 
W50/51, 2020 7 interviews  

Population sample: 

- one-person households 

- couples 

- multi-person households 

45 min Yes 

3 
Usability test of the 

first version of the app 
W04/05, 2021 14 interviews 

Population sample: 

1. Outside the labour market 

2. Seniors 

3. Non-native speakers   

45 min Yes 

4 

 

Focus groups with pre-

task 

W11, 2021 

4 focus group 

with a total of 

19 participants 

Recruitment via SSB's Facebook page: 

-2 gr adults 

-2 gr young 

 1,5-2 t Yes 

5 

 

Comparison test of 

solutions for the home 

screen 

14-15.04.21 11 interviews 

In-house sample via family and friends 

of SSB employees 

-Colleagues outside the team, family or 

friends, aged 27-68 

-Mix of household size 

ca 45 min No 

6 

 

Cognitive interviews 

with participants from 

the pilot 

June, 2021 

18 interviews 

total, 16 ind. + 1 

couples 

From pilot sample (started/completed): 

- Young people 

- Low education 

- Couples wo. children/children living at 

home 

- Multi-person households 

ca 30 min Yes 

7 

 

User test of the user 

journey 

5-12.10.2021 12 interviews  Recruited via the SSB.no panel 45 min Yes 

8 

 

Cognitive interviews 

before field start with 

groups hard to recruit 

or struggles to use the 

app 

Week 48/2021  

10 test persons 

a total in 7 

interviews/ 

groups 

SSB.no panel and FB & intranet adds: 

- Not Norwegian as first language 

- Multiple person HH (30-50 years) 

- Reduced vision 

- 70 years+ 

10-60 min Yes 

      Data collection period for the Household Budget Survey 2022: Week 01-52, 2022 

9 

Cognitive follow-up 

interviews after field 

start HBS 2022 

Week 18-

21/2022 
25 interviews 

From the sample of HBS 2022/ 

Interview status: 

- Not started 

- Started 

- Finished 

5-30 min Yes 

SUM:    125 interviews    
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3.1. Total sample for all test rounds  

In total, over 9 test rounds, we conducted 105 user tests with 125 test participants20. The test 

participants represent various subgroups of respondents. Please refer to Table 3.2 for an overview 

of the background information about the test participants. 

Table 3.2 Distribution of Samples per round, overall and by demographics 

   User tests 

Characteristics Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Sum 

  

First 

prototype 

W45/20 

Rev 

prototype 

W50/20 

First 

 app 

W04-05/21 

Focus-

groups 

W11/21 

A/B-test 

W15/21 

After Pilot 

July/21 

User 

journey 

W04-05/21 

Target 

groups 

W48/21 

After field 

start 

W18-

21/2022 

  

Total 9 7 14 19 11 18 12 10 25 125 

Sex           
Man 3 2 9 7 5 8 7 5 10 56 

Woman 6 5 5 12 5 10 5 5 15 68 

Age           
17-24  1  4 5 1 1  4 16 

25-34 3 3  
4 

4 

7 
 1 

10 

32 

35-49 2 1 7 1  1 12 

40-59 2 1 1  1  4 3 

8 

20 

50-69 1  3 5 1 9 7 2 28 

70-79 1 1 3 6  1  3 3 18 

80 years+                     

Household size/type                 

1 person HH 2 1 1  5     9 

2+ persons HH 7 6 12  6     31 

Adult couples 

without children 

living at home 2 3 5       10 

Employment           
Student 1 1 2    1   5 

At work 6 5 3    9   23 

Outside of work   3       3 

Retired/social 

security 3 1 7    2   13 

non-Oslo                     

Special target groups (recruitment/limited app use/accessibility need            

Not Norwegian as 

first language   9     9  18 

Reduced vision   2     2  4 

70 years+   5     3  8 

Outside of work   5       5 

Assessment of own digital experience               

High   3       3 

Medium   2       2 

Low   9       9 

 

As Table 3.2 shows, we achieved a diverse distribution in terms of gender, age, household size, and 

employment type. We also interviewed targeted groups that we anticipated would be challenging to 

recruit or may have difficulties using the app. We do not have information about education, 

geography, or household finances, but we have an impression that we have covered these aspects 

well too. Regarding location or geography, we note that conducting tests online contributed to a 

broader geographic representation than we would typically have resources for in face-to-face 

 
20 Technical testing done within the HBS team is not included here. 
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testing. Unfortunately, we have not succeeded in recruiting test persons with lower education levels 

to the degree planned. This is a general challenge in official statistics. 

3.2. Documentation 

For each test round documented in the Norwegian version of this report (Brukertesting av ny 

forbruksundersøkelse (ssb.no), the following documentation has been archived: 

• Recruitment plan 

• Invitation to participate Feil! Fant ikke referansekilden. 

• Interview guides Feil! Fant ikke referansekilden. 

• Analysis file 

• Report 

• Recordings of team workshops when conducted 

 

  

https://www.ssb.no/inntekt-og-forbruk/forbruk/artikler/brukertesting-av-ny-forbruksundersokelse/_/attachment/inline/89765003-6aee-4b94-bf89-8193c8d4ec6f:bf153e236392b6647b20e3d91be521b3112f940d/NOT2023-56.pdf
https://www.ssb.no/inntekt-og-forbruk/forbruk/artikler/brukertesting-av-ny-forbruksundersokelse/_/attachment/inline/89765003-6aee-4b94-bf89-8193c8d4ec6f:bf153e236392b6647b20e3d91be521b3112f940d/NOT2023-56.pdf
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4. What we have learned 
In this chapter, we begin with a summary of all the rounds of testing and what we have learned 

about the use of the web app in the new Household Budget Survey 2022. Following that, we discuss 

methodological challenges for this type of data collection. 

4.1. Summary of the tests 

User journey 
Interviewer contact 

When transitioning from interviewer-administrated data collection to self-administered data 

collection for a complex survey like the Household Budget Survey 2022, there is an increased need 

for effective survey communication throughout the user journey, from the initial contact to the final 

interaction with the selected participants. This includes recruitment, reminders, and follow-ups via 

phone calls, SMS, and email throughout the survey period until thank-you letters with gift vouchers 

are sent. In addition to the information provided in the email invitation, the app contains 

information about the survey in the welcome message upon first login, as well as in instructions and 

help texts. However, respondents spent very little time reading this information and instructions. An 

overall impression from all the tests is that respondents tend to skip such information if they can 

and rarely consult instructions. Therefore, we have observed that interviewer contact and 

information provided by interviewers are critical in recruitment and are crucial in explaining what 

needs to be done and guiding respondents when they encounter difficulties or get stuck in the app. 

Login 

Logging in from a web link received via SMS is easy for most participants. With a link in an SMS, the 

response burden is reduced since respondents do not have to search for the right app or download 

it from the App/Google Store. Respondents simply click on the link, log in with ID-porten or bankID, 

which practically all adult digital users are familiar with. When participants were informed by 

interviewers that they would receive an SMS with a link from SSB, most of them felt it was safe to 

open it. Younger participants believed they could assess the security of opening the link themselves, 

while some older participants were cautious about clicking on links and said that their practise was 

to be careful about this. Furthermore, most respondents were accustomed to using ID-porten and 

found logging in to be straightforward. We only encountered challenges with logging in using bankID 

among the oldest age groups. It requires further investigation to determine which age groups face 

difficulties with this type of login, but based on our experience, we can say that this is a clear 

challenge from the age of 80-85 and onwards. 

Since the start of the survey, there has been an increase in warnings from government agencies and 

banks about not clicking on links. Therefore, it is reasonable to assume that the login solution used 

in this survey may not be best practice for SSB in the future. It may be necessary to explore 

alternative solutions to ensure representativeness in all age groups for future household budget 

survey or similar surveys. Additionally, we have observed a budding mistrust in the population 

towards technology, privacy, and data security, which should also be addressed with measures that 

make participation feel safe for everyone. 

"Getting Started" 

Communicating the survey task through the "getting started" instructions in the app is a significant 

challenge because the mobile format offers very little space for textual information. A consistent 

impression from the tests was that test participants quickly skimmed through the welcome page, 

information about what they needed to do, and tips on the home page about what was expected of 

them. This is also a common experience in tests of other surveys. Respondents felt there was too 

much text and were eager to get started with the task. They clicked determinedly to find out what 
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they needed to do. Their primary focus was on how to record their ongoing expenses in the 

reference week. When they couldn't figure out how to use the app or understand its functionality, 

our experience was that younger participants tried various answers or navigation options to move 

forward. The impression is that adult respondents made more efforts to figure out how to do it right 

and to provide correct answers. They sought help and technical support more frequently, primarily 

from those around them but also within the app and from SSB. It is clear that if respondents cannot 

figure out a task or a function, there is an increased risk that it may hinder them from starting or 

completing the survey. 

During the survey, there were not many participants who spent time searching for or reading 

instructions, but they still expected instructions to be available and easy to find. 

App’s user interface  
Our goal is that the visual design, navigation, and interaction, or the user interface, of the app 

should be self-explanatory for all users and not exclude anyone. These are high demands to place 

on an app for a complex survey with multiple components, proxy interviews, and diary entries for a 

reference period. User tests have revealed several challenges in interpretation and assessment, but 

our impression is that most users figured out how things worked and found the app's user-

friendliness to be good. Even participants with less digital experience generally navigated through it 

fairly well, although they might not have utilized or benefited from all the technical features, such as 

pinning to the home screen, changing settings, scanning receipts, etc. Individuals with less digital 

experience more frequently encountered technical issues, which, in turn, could lead to dropout. 

Therefore, our experience is that the app's user interface cannot replace the dialogue with interviewers. 

Respondents' expectations 

The test persons we have spoken to were positive about using a web app, and most of them used it 

on their mobile devices. Regarding the user interface, they expected it to be conventional, intuitive, 

and efficient. They wanted to recognize functionality and find things where they were used to 

finding them, without repetitive questions and tasks. They expected the app to use interactions that 

guide them through it correctly and with as few clicks as possible. These are things that users take 

for granted should work well. Along with an interface that provides an intuitive understanding of the 

task at hand, this is the key to a good user experience. From our work with user testing, it is clear 

that the app's user interface alone has challenges in conveying what SSB expects respondents to do 

in the app. We tried to compensate for this with the use of interviewers, targeted survey 

communication (in addition to the app) throughout the process and offering technical support to 

those who need it. 

Universal design 

The requirements for universal design in the new Equality and Anti-Discrimination Act were only 

applicable after the HBS app was developed. Therefore, the app does not meet all universal design 

requirements but adheres to SSB's previous design standard. Deficiencies in this regard also 

emerged in the tests we conducted with individuals requiring universal design accommodations. 

Several of the user interface requirements can be easily adapted in the HBS app in a possible future 

iteration. However, the user group with needs for universal design is diverse, and SSB needs to 

better understand the various needs and how to accommodate them. 

Response process 
Respondents 

Regarding the response process, we note that respondents who are responsible for their 

household's finances, or have experience with bill payments and household purchases, quickly 

understood what they needed to do. For this group, it was important that they felt the survey 

covered the entire household's consumption. They reacted if they perceived significant omissions 
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and lost trust in SSB's ability to provide accurate statistics on total consumption. In a population 

survey, we also have individuals who may have varying levels of language proficiency and some who 

struggle more than others to understand the task and interpret questions. To accommodate those 

who do not have Norwegian as their first language, we added English as an option alongside 

Norwegian written standard languages Bokmål and Nynorsk in the app21. 

Understanding the task 

The response process involves comprehension, retrieval, judgement, and formulation of response. 

For many respondents, the biggest challenge was understanding what information SSB required, 

both in terms of information from other household members and the desired level of detail. This 

was unclear for too many when they opened the app. Many had not grasped how detailed their 

reporting should be, that all consumption for everyone in the household for one week should be 

included. Not everyone was aware that the response burden could be reduced by gathering receipts 

and taking pictures of them for automatic entry instead of manually entering them. In some cases, 

they were aware of this but lacked receipts from the store. A few were unsure whether they should 

both scan and manually record expenses. 

Learning from the system? 

As we mentioned, instructions were often not seen or understood. Respondents often jumped into 

the task, expecting it to resemble a questionnaire and that they would figure it out through trial and 

error. And many did just that; they learned from the app or the interviewers that contacted them 

during the reference week. Those who did not learn, or did not "learn" as much, were at risk of 

dropping out of the survey. Some were afraid to try new things and dared not test scanning but 

chose manual registration because it was familiar and seemed manageable.  

Some concepts (both terminology and what is included and excluded) were unclear and open to 

interpretation, such as the labels of open text fields in the diary section where one should report 

"store/place," (where something was bought) "I bought," (what was bought) and "cost" In the diary 

section. Not everyone was sure what type of expenses to report in the diary section and what to 

report in the questionnaire section. Some reported fixed costs in both the diary and the 

questionnaire, which was not the intention22. Not everyone had the same level of experience or 

familiarity with conventions for navigation and interaction in the app. These challenges in 

interpretation and assessment, combined with not all respondents reporting as diligently for others 

in the household, aggregating purchase items, not reporting immediately after shopping, or not 

remembering well, contribute to a reduction in data quality. 

Memory aid 

Reporting of one's own behaviour is most accurate when it occurs as soon as possible after the 

behaviour, and conversely, the longer the time between behaviour and reporting, the less precise it 

becomes. From the cognitive interviews, we saw that respondents had challenges with memory 

when it came to remembering all purchases or exact amounts or periods or remembering details 

about various costs and periodicities over the past 12 months. Few checked with their partners or 

other sources like contracts, online banking, invoices, or the like. When the retrieval of information is 

difficult the assessment and formulation of answers can become demanding and result in imprecise 

data. 

 
21 English in the app is an assistance to respondents that is not proficient in Norwegian, but not optimal, as the search 

keywords for store and product names in the app are still in Norwegian. 
22 Fixed costs were moved from manual registration in the diary section to the questionnaire section to simplify reporting for 

the respondents.  
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Quality of responses 

Diverse interpretations, difficult retrieval, and assessment of what should be included and how 

accurately participants report contribute to uncertainty regarding the validity and comparability of 

the data. However, we do not have the impression that respondents themselves perceive their 

inaccurate responses as problematic or as providing an incorrect picture of their consumption. On 

the contrary, they believed that what they had entered should provide a good picture. This may be 

related to the earlier mentioned challenge in clearly communicating in the app what information 

SSB needs to create accurate statistics. We should also not disregard the possibility that the 

interaction with the moderator may lead the respondent to defend themselves or provide socially 

acceptable answers. 

Recording practices  
Reporting device 

Most participants chose to respond to the survey using their mobile phones. Some used tablets or 

PCs, and some switched between several types of digital devices. Younger participants used only 

mobile phones, while it was clear that older participants preferred larger screens and larger text. 

Seniors are accustomed to performing similar tasks, such as online banking, on larger screens than 

mobile phones. This may be a temporary phenomenon, and we might eventually see older 

individuals also prefer mobile screens, or the younger generation may start preferring larger 

screens as they age. 

Reporting behaviour and memory 

From the tests, we observed that few participants scanned or recorded their purchases in the app 

immediately after shopping. Such a practice, as mentioned, would have been advantageous for the 

quality of the reported information. Participants collected receipts and recorded them in batches 

when they had a calm moment. This could affect what they remember to include. Many also forgot 

to get physical receipts from the store or did not have routines for keeping them, often resulting in 

manual entry of purchases. The impression is that many participants then combined items into 

categories and simplified things so that not all the details were included as required by SSB. This 

could be a strategy of "satisficing," i.e., taking shortcuts to meet the minimum requirements for the 

response. As we have pointed out, it did not seem particularly common for participants to seek 

sources or aids to remember, even though they were encouraged to do so. However, among older 

participants, several reported checking online banking, invoices, with their partner, or other sources 

to remember what they had purchased. Most people based their reporting on what they 

remembered there and then and did not interpret it as SSB needing more than that. 

Scanning or manual registration 

Many participants did not understand SSB's information about the advantages of scanning receipts. 

Those who explored and tested the scanning feature figured out on their own that it was most 

efficient for longer receipts. Some were uncomfortable with new technology like scanning and chose 

manual registration because it felt safe, and they assumed it was the simplest option. Both of these 

practices are unfortunate since we know that details often are lost when purchases are manually 

entered. This is especially true for number of grocery purchases (at the product item level), which 

make up 60-70% of the reporting during the reference week. 

Reviewing own responses 

Respondents made limited efforts to review and edit their data, entered either manually or by 

scanning in the app. Some wondered why they were sent to an overview of what they had 

registered. They found review and editing unnecessary and did not realize they had a verification 

task. Many thought the overview was fine or useful, but our impression is that the expense overview 

was not used to verify the completeness of the information, as intended. 
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The diligence with which respondents reported for other household members varied. It seems that 

younger individuals had less patience and a lower sense of responsibility for this task, often opting 

for the easy way out. They took shortcuts by answering in a way that met the minimum 

requirements to proceed through the app. We got the impression that younger participants omitted 

purchases or grouped items into categories more often than older participants. Older participants 

were more meticulous, sought help, and checked sources. Inaccurate reporting and the absence of 

scanning may be more related to respondents not having the concentration and endurance for such 

a complex reporting task as the Household Budget Survey requires, and it may be a strategy to get 

through it. 

Finishing the survey 

The possibilities offered by technology have led users to expect everything to happen quickly and in 

"real-time," i.e. immediately. Storing and confirming that information has been submitted, as SSB 

requests, can today be perceived as outdated. Along with complex survey communication, this may 

have contributed to many not realizing they needed to confirm in the app that they had completed 

the survey. Follow-ups through SMS and/or interviews were crucial for many respondents to confirm 

that they had completed the survey and included everything and had finished. 

User experience  
Complex experience 

Throughout all the tests, we have seen that it is difficult to convey detailed information to 

respondents about the task and how to do it using general survey communication, interviewers, and 

the app. User tests have shown that the app is easy to use for most people, but the app's user 

interface alone struggles to convey the task and user journey, as well as what is expected of 

respondents. Lack of clear communication of the task creates uncertainty and can make the survey 

feel more challenging than necessary. This is especially evident as not everyone thinks that scanning 

receipts is the easiest method. The understanding of the importance of scanning receipts instead of 

manually entering purchases is critical for several reasons. Firstly, it can reduce both the perceived 

and actual response burden for respondents. Secondly, scanning receipts ensures a level of detail 

and accuracy in the data that is difficult to achieve with manually entered information. 

Task interpretation and participation 

Furthermore, we know that when the task becomes unclear or complex and seems difficult, many 

people hesitate to take the time to participate. It is therefore important to keep the response 

burden low to ensure participation and that respondents complete the entire survey. We have done 

this by optimizing survey communication, the app's user interface, reducing the reference period to 

one week, moving fixed costs from the diary section to the questionnaire section, and reducing the 

length of the questionnaire somewhat. However, it is clear that more can be done to simplify the 

tasks and the time spent on the survey, such as using more registry data, further reducing the 

questionnaire, and providing better universal design improving accessibility. 

Interactive messages 

The experience of tips and SMS messages from SSB was positive and can be strengthened. Several 

younger respondents requested more interaction and feedback from the app during the reference 

week, such as messages that pop up with positive messages like "Wow, you're halfway through the 

week! Thanks for your help!" with a thumbs-up emoji. Technology allows us to tailor such motivation 

to different demographic groups. Younger and digitally experienced users expected us to use this. 

For the Household Budget Survey, the opportunity has been underutilized in app, partly due to time 

and resource constraints and because we chose to develop a web app, which currently has 

limitations in this area. Going forward, the opportunity to "give something back" to the user along 

with more interactive user guidance is very interesting. How such "feedback" affects the user and 

data quality is something we need to study further. 
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A consistent request from respondents throughout the tests has been that they wanted and 

expected participation in the Household Budget Survey to provide them with a (better) overview of 

their own consumption. For many, this is a key motivation for participating. They expect us to 

leverage the possibilities of technology and provide data back to them in the app, such as an 

overview of what they have registered as expenses, for example, in the form of a pie chart based on 

their own data; compared to others; or previous years, etc. Many respondents expect to see this 

continuously in the app, as they do in many other apps. Such functionality has not been utilized in 

the new Household Budget Survey, both for resource reasons and because we know little about the 

effect of informing respondents about the conditions the survey aims to measure as objectively as 

possible. 

Clear and unambiguous message 

It is important that all parts of the survey communicate the same message. This includes survey 

communication, questions and answer fields in the app, graphics and functionality, and what 

interviewers say. A good user experience requires clear communication about what respondents 

should do and that it is easy to navigate and use the app. Some groups, such as older individuals, 

more often encountered technological barriers. This can be both an expression of being less 

experienced users of digital technology and also that they have more respect for the task and care 

more about doing things correctly. It is clear that technical issues must be addressed, and extra 

support must be provided to those who need it. 

4.2. Methodological challenges 

One of the main objectives of developing the new web app-based Household Budget Survey was to 

reduce the response burden for respondents. In assessing the extent to which we have achieved 

this goal, we must apply the respondent perspective (see chapter. 2.1, page 10). How do various 

respondent groups experience the new Household Budget Survey? Furthermore, a requirement was 

to continue to be able to compare over time in Norway and with other countries conducting the 

same survey. These considerations have significantly influenced the development work. The balance 

between maintaining established practices for measuring consumption in Norwegian households 

and embracing the new opportunities offered by web-based data collection with a web app has 

been of central importance. The transition to data collection in a web app has provided 

opportunities for some parts of the sample, while creating limitations for others. The development 

of the new Household Budget Survey also meant that parts of the survey are now self-administered, 

as opposed to the previous interview-administered survey. The reference period for the new 

Household Budget Survey was halved from 14 to 7 days, which represented a significant reduction 

in response burden. This change partly resulted from strong impressions from user testing 

regarding high perceived response burden. 

Web-based data collection in a web app offers both opportunities and limitations. Data collection in 

an app requires that respondents have some technical skills and an understanding of digital or 

interactive communication. Therefore, it has been crucial to ensure that the new Household Budget 

Survey is user-friendly. In development, we have specifically focused on issues relevant to people we 

assumed might have challenges participating in the survey or using the app, such as older 

respondents or those with limited technical skills, individuals with disabilities, younger respondents, 

and people whose first language is not Norwegian. During the development process, we gained 

valuable insights into how different parts of the sample handled the new Household Budget Survey 

on the web app. Our approach has been qualitative and therefore not suitable for general 

conclusions on size and weight of usability issues. However, we have identified potential problems 

and clear patterns and trends after observing and interviewing over a hundred test participants. 
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Some of the observations about where the biggest problems in the web app occur were made in the 

early tests. These impressions were further reinforced throughout the development process. We 

have gained a more and more solid impression of how severe these problems were as the testing 

series progressed and through follow-up interviews with participants in the final survey. 

Elderly respondents 
One of the main challenges in transitioning to a self-administered web app for data collection has 

been addressing the needs of all participants in the sample. While most people in Norway now have 

access to smartphones, technical skills vary, often correlated with age and work-related factors. 

Elderly respondents often have less experience, are more anxious about making mistakes, have 

trouble with small font sizes, and may be sceptical about clicking links and downloading and using 

mobile apps. However, older respondents tend to have a better understanding of key concepts in 

the survey compared to younger respondents. It is particularly older respondents who indicate a 

preference for responding on a larger screen, such as a computer or tablet, instead of a mobile app. 

They also take the time to prepare and complete the survey conscientiously. Many older 

respondents are motivated to participate in the Household Budget Survey for the sake of societal 

benefit. 

The transition to data collection with a web app can mean that some parts of the sample may not 

have as good access to the data collection tool as others. Effective use of a web app-based data 

collection solution requires technical skills that are not evenly distributed in the population. A 

central objective of this project was to offer participants a more user-friendly solution than before. 

However, there is a risk that the transition to a self-administered web app survey for the Household 

Budget Survey could contribute to digital exclusion for those with limited access to digital devices or 

less experience with digital technology. It has been crucial to consider the needs of all parts of the 

sample regardless of digital competence in the development of the new Household Budget Survey. 

The results from user testing have provided valuable insights into potential challenges regarding the 

recruitment of elderly respondents to the survey. For example, we have observed that older 

respondents are more motivated for accurate reporting and are more likely to double-check sources 

for correct information compared to younger respondents. When they encounter challenges using a 

data collection mode they are not proficient in, their motivation to participate can decline. Many are 

reluctant to try because they don't believe they will succeed or don't want to learn new skills, and 

they give up quickly because they find it foreign and complicated. If we cannot offer an alternative to 

the web app for this group, we are concerned about our ability to include them in the survey. We are 

considering various ways to address this issue at SSB, including the possibility of offering a paper 

survey or an interview-administered survey. 

Elderly respondents may sometimes have difficulty understanding certain concepts related to 

mobile technology, and it takes them some time to become familiar with the functionality. Dropout 

analyses in other web surveys show that dropout rates among the elderly increase with age. This 

suggests that web surveys may underrepresent older respondents compared to telephone surveys. 

Reference person for the household 
At the opposite end of the spectrum, we have young respondents with good technical skills who are 

supposed to answer questions on behalf of their household. The Household Budget Survey is a 

household survey in which one person, the reference person, is selected as the representative for 

the entire household. The result of this sampling method is that the sample can include 

respondents who are not responsible for the household's finances or purchases. The challenge for 

these respondents is that they do not always have access to the same information as the person(s) 

who are financially responsible in the household. This raises methodological issues related to both 

proxy interviews, where someone answers on behalf of others, and coverage regarding which 
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expenses are included and which are omitted. It is particularly important to note that it is 

challenging to get everyone in the household to accurately record ongoing expenses or to ensure 

that this information is correctly reported by the reference person in the household. 

The choice of who answers on behalf of the household can impact the quality and accuracy of the 

answers. And it is a demanding sampling system to involve one respondent in a multi-person 

household to obtaining information from other members of the household. In many ways, this 

process can be described as an internal data collection within the household. As a result, the risk of 

measurement errors increases when participants rely on information from others. This can lead to 

incomplete or inaccurate responses. 

Young respondents 
Young respondents often have good technical skills and feel comfortable using the new Household 

Budget Survey app. Their confidence and competence often lead them to choose to "trial and error" 

rather than spending time preparing by reading instructions or other information, which our 

impression is that older respondents do more often. Our interpretations from the usability tests 

suggest that young respondents are more inclined to answer in ways that meet only the most basic 

requirements of the app. There is little evidence that they spend more time than necessary 

obtaining information from others in the household, verifying registered information, or correcting 

any errors. We have already mentioned that proxy interviews in general can increase the risk of 

measurement errors. This concern increases if the reference person is among the youngest in the 

household. 

The youngest participants often had a limited understanding of the scope of the task, including the 

duration of the registration period and the requirements for detail. This may be partly because they 

felt that the email invitation they received was too long and that the link in the SMS was the most 

important. As a result, they often did not read the information in the email very carefully. 

In interviews, young respondents reported that the web app was user-friendly. They also have high 

expectations that the web app must be efficient and have good functionality. The youngest 

participants preferred to use their mobile phones for reporting. A common impression of this group 

of respondents is that they do not have a routine for collecting and keeping receipts, so they often 

forgot to do so. This led to widespread manual recording of expenses. They were unsure of whether 

they had finished, thought that the web form was too long and challenging, and felt that the time 

spent increased the response burden. 

Young respondents expressed a desire for simpler language and more colloquial phrasing where 

possible. Taking pictures and potentially retrieving information on a computer was considered more 

of a hassle for the younger respondents compared to older respondents. 

People with disabilities 
The transition to web-based data collection can have both advantages and disadvantages for people 

with disabilities. Around 20-25% of the population in Norway report having some form of disability. 

If large parts of these groups struggle to use the web app, they constitute a significant portion of the 

population and therefore the sample for the new Household Budget Survey. It is therefore 

necessary to consider people with disabilities to ensure inclusion and representativeness in data 

collection. This includes adaptations of text formatting and text quantity for small screens, as well as 

a solution that provides an overview of the entire task and easy navigation between the parts of the 

instrument. 

The transition to digital platforms brings new interactive possibilities, such as touch screens and 

swiping. It is important to understand how these changes affect respondents and data quality. Our 
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user tests have not provided sufficient insight into challenges related to people with disabilities. 

However, we assume that they may encounter challenges that could have been addressed by 

interviewers in the past. 

To promote participation among people with disabilities, several measures were implemented in 

accordance with the requirements for universal design (UD). We particularly considered the needs 

related to visual impairments. This includes options for magnification within the app, desires for 

horizontal screen display (which we were unable to provide), bold fonts, clear contrasts, and user-

friendliness for people with visual impairments or those who prefer audio as a medium. When 

repeating the Household Budget Survey, SSB will be obligated to follow the UD requirements. This 

may affect the visual and interactive tools we can use. From other surveys, we have learned that 

several UD measures will also be beneficial for other groups. However, it is necessary to balance 

universal design with the principles of good practice in questionnaire design, as these 

considerations can sometimes be in opposition to each other. 

Non-native speakers 
The user test series included people whose first language is not Norwegian because we wanted 

insights into whether there could be language-related challenges related to key concepts in the 

survey. Experiences from other surveys also show that it can be challenging to motivate this group 

to participate in SSB's surveys. We experienced greater challenges related to trust in government 

agencies like SSB and concerns about privacy and surveillance than for others. It is necessary to 

convey that participation in the survey contributes to something significant, regardless of linguistic 

or cultural background. 

Challenges for all target groups 
Self-administration 

A significant change from the old to the new Household Budget Survey is the increased use of 

interviewers' resources for follow-up and motivation, rather than traditional interview activities. In 

the old Household Budget Survey diary keeping and the final interview were administered by 

interviewers, while in the new survey, this has become self-administered in the Household Budget 

Survey app. The transition from interviewer-administered to self-administered data collection 

transfers responsibility and initiative from SSB to the respondents. Previously, respondents could 

provide oral information when contacted by the interviewer, but now they must take the initiative to 

enter information in the digital questionnaire themselves. Therefore, respondents must interpret 

how to answer the questions on their own to a greater extent. 

Reduced contact with interviewers during the response process can negatively affect the reporting 

process itself and places higher demands on clear questions to minimize the risk of 

misunderstandings, dropout, and incomplete responses. At the same time, interviewer contact is 

important for recruiting and motivating respondents to complete the survey. Reduced interviewer 

contact can, however, also have a positive effect on reporting, as respondents may feel less 

pressured to give socially accepted answers and have more control over the progress of their 

responses. 

Machine quality controls 

In an app, the system or the user interface between the app and the user can offer many 

opportunities to support and guide the user. This is especially important since interviewers are no 

longer present to monitor and ensure the quality of the responses. Instead, the quality depends on 

the design of the survey. From web surveys, users are familiar with the use of controls, such as 

"soft" alerts that can be ignored or "hard" error messages that must be addressed. With the use of 

an app, we also have an entirely new language with its conventions for symbols, navigation, human-

machine interaction with guidance, and prompting the user to complete tasks as intended. The app 
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requires that specific fields must be answered, and this is communicated visually and/or with 

warnings about what needs to be done to proceed. 

It is also possible to trigger messages through user actions to motivate or "nudge" the user to use 

the app as expected and guide them through the survey. At the time the Household Budget Survey 

app was developed, such possibilities in the technical solution were limited. However, we could use 

keyword lists and have the app suggest store and product names from a searchable list that 

automatically appears with suggestions when the respondent begins typing. The app can also sum 

up manually entered purchases, so the user does not have to do it. It can alert the user to illogical 

answers and ask the user to check if they are correct. Some interactions in the app, the user can 

choose to read and/or follow themselves, while others must be actively dismissed. The questions, 

guidance, and controls that the user receives throughout the survey can be limited to only those 

respondents to whom it is relevant, thereby optimizing the app's user interface for each individual. 

The user interface, or human-machine interaction, can replace some of the interviewer's guiding 

role in data collection, but it is not human and is not perceived as equally relevant or useful and 

user-friendly as an interviewer. It is also important to balance the use of alerts, tips, and controls. 

Widespread use can negatively affect respondents' experience of the data collection instrument. 

The use of new technology going forward 
In the development of the Household Budget Survey app, we have seen that the possibilities for 

designing solutions have increased dramatically with the use of smartphones and smart technology. 

We have access to OCR (Optical Character Recognition), GPS, and other sensors in mobile phones, 

which enable us to move towards more passive data collection, reducing the tasks for respondents 

significantly. Additionally, today's technology offers greater opportunities to customize the user 

interface in apps for different user groups, making them even "smarter." From web surveys, we are 

familiar with drop-down menus with lists of answers. Now we can use search functions that suggest 

answers to the user. With the help of machine learning and increased data capacity, we have unique 

opportunities to streamline the data collection process and improve guidance in the measurement 

instrument. 

However, such opportunities do not come without the risk of new sources of error. We need more 

information on how access to digital devices, different operating systems, and screen sizes will affect 

respondents' responses. What about different user interfaces in different systems and human-

machine interaction—what significance will they have? Will passive receipt scanning provide 

sufficient data quality? We have seen that active confirmation of the scan does not necessarily mean 

that respondents have actually checked the content. Therefore, it is important going forward to 

investigate the effects of new technology and assess to what extent it is appropriate to fully utilize all 

the possibilities. 

Strengths and weaknesses of the development process  
A total of 9 rounds of testing, with a total of 125 user tests, have provided us with a solid foundation 

for making well-founded recommendations for improvements to the recruitment process, survey 

communication, and the measurement instrument for HBS. Strategic recruitment of test 

participants, varied testing methods, and an iterative process with the involvement of many 

different professional fields have particularly contributed to a successful development process. 

Through the user tests, we have gained valuable insights and critical in-depth knowledge about how 

the measurement instrument actually functions when interacting with respondents. It has also 

provided us with knowledge about unexpected issues in the app, the perceived response burden on 

respondents, and the response process of target groups for the developed solution. 
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Qualitative studies do not provide information about the extent of the findings we observe. 

However, qualitative analysis can identify possible issues and provide valuable learnings about users 

and app use that is invaluable in a development process. One of the significant strengths of the 

documented test series here is the solid data material. We have experienced that observations 

made early in the development process have evolved into hypotheses that gained more weight as 

we applied other methods, spoke with more test participants, and had issues or hypothesis 

enlightened from multiple perspectives. Thus, observations and learning from this development 

process are robust. 

The pandemic situation made remote testing easier, as a large part of the Norwegian population 

started using Teams and Zoom, becoming accustomed to video conferences and document sharing 

in such meetings. The fact that our HBS Team already worked in an agile team on Teams also made 

online testing easier for us. 

Further work 
Data collection for the Household Budget Survey was completed at the end of 2022, and work on 

analysis, production, as well as the publication of statistics, will be completed during 2023. In this 

work, Statistics Norway (SSB) will closely examine the data from the survey to gain even deeper 

insights into how the survey setup and measurement instrument have functioned for different 

groups and validate the findings from the user tests. 

The User testing team will compile what we have learned from the Household Budget Survey and 

the Time Use Survey, which developed a similar app in 2022-23, regarding respondents' interaction 

with a diary app. This information will be used to inform the development of other SSB surveys, and 

to share our experiences with other statistical agencies. 
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Glossary and abbreviations 
• A/B or split test is a method for comparing two versions of the same technical solution or data 

collection mode to assess which one provides the best data quality. 

• COICOP classification is a European standard classification for personal consumption that the 

Household Budget Survey should report according to. 

• Data collection solution encompasses all the components of a survey (f. ex. diary plus web 

questionnaire) and the respective data collection methods (like online, telephone, F2F, or paper). 

For the Household Budget Survey, this includes both the recruitment interview by telephone 

interview and the diary and the questionnaire sections in the HBS app, and the underlying data 

collection system. 

• Interviewer-administered data collection, in contrast to self-administered, is when the 

interviewer administers or guides the execution of the survey for the individual respondent. This 

means that the interviewer handles the measurement instrument and interprets and clarifies 

questions from the respondent. 

• Measurement instrument. This is the questionnaire or the part of the data collection solution 

that respondents use to report their data in, e.g., the HBS app. 

• Mouse-over function means that when you move the mouse or cursor over an element on the 

screen, the element's function is activated. That is, a new element or window can appear, in the 

form of text or an image. 

• OCR stands for Optical Character Recognition, which is using a smartphone or tablet to take 

pictures of receipts and software that interprets the image into characters that a system can 

analyse and code mechanically. 

• Onboarding is a term used in web development to describe how the user is welcomed and 

introduced to or provided with information about what the solution is intended for, how it is 

used, and what rules apply. In our case, this would include information about the purpose of the 

survey, what respondents should do in the app, privacy, how their data is processed, and which 

statistics data will be included in, etc. 

• Prototype is a design sketch with an authentic user interface that also shows the user's 

interaction with the solution. For testing purposes during the development of an application, the 

entire solution or parts of it can be developed as a prototype. 

• Proxy interview means that one person or interviewee answer on behalf of another, or answer 

as a substitute, such as when a parent or guardian answers for a minor or someone who is 

unable to answer on their own. For the Household Budget Survey, this can be one of the adults 

in the household who is expected to now the household economy best. F. ex. the one that 

normally pays most of the bills or do most of the shopping etc. 

• PWA is a Progressive Web App that opens and runs from an internet browser and works on all 

devices, not just on a specific platform like iOS or Android. To the user it appears to look like and 

work like an actual (or “native”) app. A PWA is often referred to (orally) as a web app. 

• Reference period for the Household Budget Survey is the period for which respondents are 

required to keep a diary of all household expenses. Previously, this was 14 days. Due to 

response burden and response rate considerations, the period was reduced to 7 days just 

before the Household Budget Survey started. Therefore, we often refer to this as the reference 

week. 

• Reference person for the Household Budget Survey is the person in the household selected to 

report for the entire household. The selection is based on who in the household is assumed to 

provide the best answers to questions about the household's finances.  

• Response burden. The term refers to the effort required of respondents to answer. Often 

referred to as either perceived response burden or time burden. 

• Response process model is based on the work of Tourangeau and others to describe the 

cognitive process respondents go through to provide a response to each question in a survey 

(Tourangeau et al., 2000). 
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• Respondents are those who participate in surveys. Several other terms can be used for those 

who participate in surveys, such as "sample," "interview subjects" (IO), or "users." 

• Satisficing is a cognitive process where the respondent uses mental shortcuts to formulate their 

answers quickly and get through the form rapidly, choosing the solution they perceive as 

sufficient to complete a task. Getting through the app and completing the survey may weigh 

more heavily than whether the answer is correct or detailed. 

• Scenario testing. This method is based on different user stories that describe a situation in 

which the user needs to use a digital tool to solve given tasks. 

• Self-administered data collection, in contrast to interviewer administered, means that instead 

of the interviewer, the respondent must keep track of everything that needs to be done and 

taken care of. For the Household Budget Survey, this means that the respondent must 

download/open the form themselves, collect receipts, scan/fill out answers, and confirm that 

they are finished in the app-based solution. 

• Smart survey is data collection that combines survey data and digital data, often in the same 

device, such as with a mobile app. In this way, digital behavioural data, or as in the case of the 

Household Budget Survey, scanning of receipts from the digital device, can be combined with 

self-reported responses from the respondents. Such digital behavioural data is based on sensor 

data and is often referred to as smart technology, see the description below. The idea is that 

digital behavioural data should be recorded without the involvement of respondents. 

• Smart technology is technology that utilizes sensors such as location, movement, camera, etc., 

found in "smart" or digital devices like smartphones, etc. For the Household Budget Survey, it 

involves the use of the camera for optical scanning or reading. 

• Survey communication refer to all communication with respondents outside the actual app, 

such as invitation letters, recruitment calls, SMS messages, etc. 

• Test persons are those who participate in user tests. Several other terms can be used for those 

who participate in tests, such as “test respondents”, “users", “sample," "interview subjects" (IO). 

Note that in some cases, the test participants in the user tests we describe may also have been 

actual respondents in the Household Budget Survey. 

• UI stands for "user interaction" or user interaction with technical solutions. 

• UX stands for "user experience" or user experience with technical solutions. 

• User interface is the app's visual design and how the system and the user communicate or 

interact with each other. Often referred to as "human-computer interaction." 

• User journey refers to the user's or respondents' experience of participating in the survey from 

beginning to end: From receiving the invitation, through being contacted by one of our 

interviewers, to opening the web link to the survey, logging in, and answering and completing all 

parts of the survey. Those who do not wish to participate, do not start, or start but do not 

complete will have a different user journey than those who complete. 

• Web app is the most commonly used term for a PWA (Progressive Web App). It is an app that 

opens and runs from an internet browser and works on all devices and screen sizes, not just on 

a specific platform like iOS or Android. To the user it appears to look like and work like an actual 

(or “native”) app. 
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Appendix A: The HBS team 

The work on the new Household Budget Survey was divided between three project groups or teams: 

D1 Transaction Data, D2 Survey Solution, and D3 Statistical Production. User testing was included in 

and related to the D2 Survey Solution team. The team at large in D2 Survey Solution was called the 

HBS (or “Household Budget Survey”) Team. See the composition of the whole Household Budget 

Team (D2) in Table A.1. 

Table A.1 Participant in the HBS Team - DP2: Surveyløsning 

Name Section Active role int the team 

Kristin Egge-Hoveid 
Section for Income and Living Conditions  Product Owner and Project Manager for the new 

Household Budget Survey 

Esben Berg Aasgaard Section for Business Communication Designer (Sketching App & Testing and Advisory) 

Ole Bredesen-Vestby Section for IT architecture System developer  

Yassin El Barkani Section for Data platform System developer 

Dag Blakstad Section for Data platform System developer 

Eiliv Lægreid Section for Data platform System developer 

Prabakar Venkataraman Section for Data platform Adviser 

Peter Fløgstad Seksjon for Quality and group management Front-end developer  

Bjørn Frode Kvernstuen Seksjon for Data platform System developer 

Aina Holmøy  
Section for Data collection/Personal 

Surveys 
Responsible project leader data collection HBS 

Gezim Seferi 
Section for Data collection/Personal 

Surveys 

Recruitment, Moderator Assistant, and Advisory 

Karianne Lund 
Section for Methodology/Instrument 

Development and User Testing 

Responsible for Planning and Conducting User Tests 

and Moderator 

Nina Berg 
Section for Methodology/Instrument 

Development and User Testing 

Responsible for Planning and Conducting User Tests 

and Moderator 
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Appendix B: Illustration of the HBS app 

This is the last version of the app. It was used from the start of the field period and tested in test 9: 

“Cognitive follow up interviews after the fielding of the survey”. 

Figure B 1 Home screen HBS-app 
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Figure B 2 Open app (PWA) in an internet browser and add to start screen (like a native app) 

 

Figure B 3 Login once with the national ID-porten for secure logon 
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Figure B 4 Onboarding or “get started” instructions with consent 

 

 

Figure B 5 Popup tutorial when respondent login (one time – can be found under Help later) 
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Figure B 6 Home screen with and without drop-down menus open for task and for calendar 

 

 

Figure B 7 Receipt scanning 
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Figure B 8 Manual registration of purchase, part 1 

 

Figure B 9 Manual registration of purchase, part 2 

         



Documents 2024/19 User testing of the new Household Budget Survey 2022 

 

45 

Figure B 10 Optional edit of scan/manual registration screen 

 

 

Figure B 11 Overview of registered expenses 
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Figure B 12 Intro text for the questionnaire section of the app 

  

Figure B 13 The layout of random questions in the questionnaire section of the app 
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Appendix C: Reasons for non-response HBS 2022 

Table C.1 Reasons for non-response for the HBS 2022 (preliminary figures) 

Non-response Reasons HBS 2022 Number  Percent 

Finished 3 525  30 % 

Not started 3 259  27 % 

Hard refusal, threats 2 346  20 % 

Login information sent  767  6 % 

Do not wish to participate  443  4 % 

Started  276  2 % 

Do not contact  251  2 % 

Language problems  232  2 % 

No internet, computer etc.  169  1 % 

Long-term illness, impairment, mental health inhibited  136  1 % 

Not time  131  1 % 

Illness/death in the family, other unforeseen event  88  1 % 

Other reason for withdrawal  79  1 % 

Temporarily absent due to holiday etc.  48  0 % 

Only phone number missing/wrong phone number  30  0 % 

Resident abroad (6 months or more)  28  0 % 

Others refuse for IO  28  0 % 

Recruited  24  0 % 

Temporarily absent due to school/work  20  0 % 

IO resides at an institution  13  0 % 

Only e-mail is missing 6  0 % 

Does not give consent 4  0 % 

Death 3  0 % 

Other reasons for leaving - specify 2  0 % 

Capacity problems, illness etc. at interviews 2  0 % 

Missing both phone number and email 1  0 % 

Source: The household Budget Survey 2022, Statistics Norway 
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