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SUBSTITUTION AND COMPLEMENTARITY EFFECTS ON INPUT-OUTPUT RATIOS

I. Causes of substitutio and complem ,mtarit' effects

The basic hypothesis in traditional input-output analysis is that

input-output coefficients, i.e. the ratios of inputs from other sectors to

total output in a given sector of production are constant and independent of

the given sector's level of output. This is supposed to be the case when

both inputs and outputs are measured in quantity units, usually in values at

constant prices. This hypothesis also implies that there is no substitution

between inputs originating from different producing sectors or from different

groups of producing sectors.

In a study of the dispersion and the possible existence of trends in

time series of input-output ratios for Norwegian sectors of production for the
1)years 1949-60 in a 89 industry specification 	the standard computer pro-

gram which was used also gave, as a by-product, the correlation coefficients

between sets of input-output ratios for individual production sectors. The

program could give correlation macrices for sets of up to twelve variables.

Three of these variable positions were required for other variables in the

study, and it was thus possible to include up to nine input-output ratios in

each set. Since there were generally more than g input-output coefficients for

each sector (Some of these werc aggregates of others), the total sot of input-

output ratios for a sector had to be broken down into sets of no more than

9 ratios in 	 and a complet,: correlation matrix for all input-output

ratios of a sector was not obtained. Only certain blocks of such matrices

were available, but these wcro then u,,d to study some aspects of substitution

and complementarity between inputs.

There are several possible causes for substitution effects - charac-

terised by numerically high negative coefficients of correlation between

input ratios - and complementarity - characterised by high positive coeffici-

ents of correlation between input ratios. The same mechanisms can give rise

to both substitution and complementarity effects:

1) See Per Sevaldson: 'The Stability of Input-Output Coefficients". Working
papers from the Central Bureau of Statistics of Norway. IC 67/9, Oslo 1967.
Mimeographed, also to appear in 'Proceedings of the Fourth International
Conference on input-Output Techniques Ed.s. Carter and Brody. Forthcoming.
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a) Substitution proper: the use of one or more inputs is reduced in

relation to the volume of production and this is compensated for by

a relative expansion in the use of one or more other inputs, with no

changes in product mix. The direction of change is reversible, and

is determined by price fluctuations. One could distinguish between

i) "Input substitution", where only 2 (possibly three) inputs are

involved and

ii) "Process substitution", where a greater number of inputs are involved,

indicating more fundamental changes in the production process.

b) Technological change: the use of one or more inputs is gradually

reduced in relation to the volume of production and this is compen-

sated for by a gradual relative expansion in the use of one or more

other inputs, with no change in product mix. The direction of change

is given. Technological change will not necessarily have to he

gradual, but can also take effect as sudden, ineversible chang.:s in

input ratios.

c) Changes in production volume: For inputs which are not fixed pro-

portions of output, the input ratois will change with the volume

of production. If the inputs are (completely) detormined by the volume

of production, and if the elasticity of some inputs with respect to

production are less than one and of others greater than one, there

will be negative correlation between input ratios from these

two groups, and there will be positive correlation between input

ratios which all have elasticity greater than one or all smaller

than one.

d) Changes in technology mix: Different establishments may use different

technologies for production of the same output. Changes in the relative

importance of the different technologies in total production, e.g.

with the total volume of production may imply correlated expansions in

the use of some inputs and reductions in the use of others in relation

to the total volume of production.

Changes in product mix: When we have complex product mixes - as we

must have in most sectors in an industry specification of only

89 sectors - the technologies for different products may be quite



different, and changes in composition of the combined product may

Imply relative expansion in the use of some and contraction in the

use of other inputs.

f) Specification changes: With gradual changes; e.g improvements, in

the statistical re7gistration process, inputs, which were formerly

classified under one delivering sector (c.g. Unspecified) may be more

and more extensively classified under other deleviring sectors.

From the point of view of input-output analysis we are particularly

interested in the stability of the input-output structure in relation to

price fluctuations, that is in the extent of "substitution proper".

We could formalize the preceding arguments in the following way,

which may clarify some of the points.

Let

x..(t) bbe the quantity (measured in physical units or in value at constant

prices) of input of type i (e.g. products from sector i) used by

sector j in period t, and

x.(t) 	 the production in sector j in period t measured in value at

constant prices.

We have observations for t 	 1 3 2

x(t)
a. (t) is then the input-output ratio or coefficient.ij 	 x,(t)

J

The basic, simple Leontief hypothesis can then be formulated as

(1) 	a, .(t)	 a .. 	 ..(t)

where

oL .
	 is a constant and

u..(t) is a random disturbance which we assume to have expected value 0,

to have limited variability and to be stochastically Independent

of other disturbances, i.e. for variations in i, j and t.

This hypothesis may then he confronted with alternative hypotheses

out systematic changes in the a..(t)-coefficients.
ij

All such alternative hypotheses, if we have to accept one of them,

will imply the rejection of the basic hypothesis, hut they will not all

give us the same problems in trying to amend the basic model.



One alternative hypothesis is that of a production function of the

classical type, where input proportions can be adjusted continuously in

response to price fluctuations. If only two inputs were involved, we

would have what we previously termed "input substitution and we would

expect to observe that the input ratio of one input would increase when

the other decreased and vice versa, giving a negative correlation between

the two, (at least if the production function is supposed to be homogeneous

or., nearly homogeneous of degree one

If more than two inputs w.2,7, , involved, the relative movements of

pairs of inpAt ratios in respons to „„eneral price changes would not

necessarily be closely correlated when we consider this general model.

But we may consider ,A model whore the conce p t of substitutability is given

a more narrow definition, namely as the possibility of expanding the relative

proportions of one group of inputs as a compensation for reductions in

another group and vice versa. ThP ,e may, (but need not), be more than

one input in each group. If this model represented the structure in our

production sectors, we would observe positive correlations between input

ratios within the :,, ame group and negative correlations between input ratios

belonging to different groups A model like this is in a way a generalisa-

tion of the two input-substitution model, and is probably what many people

have in mind when the- talk of substitutability in relation to Leontief

models. This model would giv numrically high correlations between

pairs of input-output ratios horas the :Teneral, continuous substitution

model need not do so.

However, one must be quite careful here: if we think of a group

of more than two inputs as mutually substitutable (e.g. electricity, fuel

oil and coal as sources of energy), we are not assured of correlations

between pairs of input-output ratios within the group: any two ratios may

move in the same or in opposite direction depending on the movements in

the remaining ratio(s) in the group.

Apart from the cases where one group of inputs can simply serve

as substitutes for another group, without causing substantial changes in

other characteristics of a given production process, the "substitutability-

model?' will be appropriate in the following situation Suppose there are

two available production processes for the output of a sector, each

characterized by a set of fixed input-output ratios. Suppose also that

conditions in the indu try, for instance regarding fix?d capital structure,

are such that both processes ,,re used simultaneously, but that their



proportions dopend on prices 	 In this case the average input-output

ratios will he vei hted averages of the ratios in each process, and the

weight in each period will be the same for all input-output ratios in

the same process, Consequently ti - c ratios will change in step":

Let a.„ 	 be constant terms in the input ratios for process
.K3

I and 	 . he the corresponding terms for process 2, and let w
t 

be
13 9 k]

the proportion of total production produced by process 1 in period t.

Let -v..(t) and ., .(t) be random disturbances terms, which are serially
1k3

and mutually independent, as well as independent of the weights, wt ,

so that we have

a. (t) 	 w u., 1-w)
t 13 	 t

V.. t)
lj

	w a . 	 (1-w ) (.3 	 + v .(t)
.1-(3 	 t kJ

thenWe will then have

covar. a.,(t)a .(t) 	 (r).. P_) (a 	Ew )
3. -j	 kJ	 k] k	 T	 t T 	 t

1-	 1"
)(v

kimIj , 
i t t

-i- 	 , ),E(w 	 )(v..
KJ KJ i

t 
t i t t 	 j

-±Ev ,(t))
T
t 

kJ'

_LEv..(t))
ij

1,
1 4 	:ì j 	 ,

(t) 	 .(t))0„, 	 ) 	 .(t ))
1 k3'

Under our assumptions the three last addends will  tend to disappear,

and the covariance will be dominated by the first term on the right of the

equality sign. If the first two differences in this term have the same

sign, the conveniance may be expected to b positive and it may be expected

to be negative if th,.'s(.1, differences have opposite signs.

The situation with alternativ - production processes, cach with fixed

in -)ut-output ratios, is not so alien to in put-output analysis as one might

expect: If The outputs from the Droccsss are distinguishable, there is

a case for breaking up the industry into sub-industries, containing one

process each, and thus again achieving a situation with stable input-output

ratios. If th- products are not distinguishable, we have a case for

extending the simple input-output modcl to a model which allows the choice

between alternatives prccesses in one or more industricc The case can be

(2')
kj 	 k3



analytically handled by linear Trogramming techniques, but the data

problems will be more complicatod than in ordinary input-output-analysis.

If we have to conclude that input-output ratios fluctuate in

response to changes in prices for other reasons than the coexistence of

alternative processes, much of che advantages of the simple input-output-

theory will be lost. It is therefore Important to try to ascertain the

extent and the nature or the various forms of substitution.

Unfortunately, the type of substitutability which causes high

correlations between pairs of input-output ratios is not the only cause

of such correlations:

We have indicated several causes under the points a) to e) above:

Points b) and f), gradual changes in technology or specifications will

give ratios of the form

(2) 	 a..(t) 	 (	 y. .t

and empirical covariances betwoen such ratios will, with the usual

assumptions about the disturbances be

T 	 T1 	 1
- --- 21: a, .( -L)) ,,,f, 	 .(t) - ---,,,. 	 —.t)),-, 	 ( 	 -

.1.] 	 ak] 	 .i: t=1 	 „...=1

7.74

T
t=1

1
,t-t)- 	 ,

•
1

	

t .77: 1	 - 1

1
kjT 	

(t
t=1

(uk	 ukj

)
tzl 	 'J 	 kJ 	 ak]

Here the first term must be expected to dominate under our

assumptions and the correlati' ,n will be .dosi iv ,-J or negative, depending on

whether y.. and yki have equal or opposite signs.

Here we can still use traditional Leontief input-output analysis,

if we can estimate the a.,(t) for instance on the basis of estimates of the-1]
constants a 	 ana y 	 even, - if to  y.. an.- not to big - on the basis

of observations of a..(t-0),when 0 can bc widc, small enough.

Points d) and c), changes in technology mix and in product mix,

will have effects similar to the effects of two coexisting and different

processes for the same tutput, when there are only two technologies or two

products. The only difference is that the changes arc now not brought



covar a..(t)a
lj

(5_ „ -

1 E
t'x(t)

about as direct responses to changes in prices. If the changes are monotonic

and gradual over time, those cases will be no different from points b) and

f) and can be handled in the same way. if the chan gas are reversible and

depending on the level of total production, these cases are similar to point

c) which will be dealt with subsequcntiv.

With more than two alterna,ive processes , and when none of the above

explanations of shifting proportions between the processes aro relevant,

the situation becomes more complex. Obviously, changes in product mix can

be handled by broadking up the industry into separate sub-industries if

we can obtain a sufficiently detailed breakdown of demand.

Point c), chan-es in production volume when there arc non-proportional

inputs, will imply relationships of the form

('')	 x .(t) = 6,.	 a„x.(t) -i- u.. (t)x.(t)
=LJ	 1.] 	1J "J

where we assume that the disturbance term w, qt) x.(t) is proportional to

We will then have

(3)

and

m* a,. t 6..  

terms with either averages or covariancs of disturbances, which under

our assumptions must be expected to tend to vanish.

Here again, ordinary in-)ut-output analysis is applicable if we can
variance

estimate the coefficients a..and 6.., and if the / of 	ul.(t) is not too great.
1J
	:0

We have seen that substitution in response to price fluctuations

can take varying forms. Some of these we have termed them °input

substitution n have the effect of causing negative or positive correlations

between pairs of input-output ratios. Other forms need not have this

effect. There are also other possible causes of systematic changes in

input-output ratlos. Also some of the 	 causes will lead to correlations

between pairs of inpu -output
	

By studying the chan?,-es over time

ij
output, with the usual assumptions made for u.,'(t)., j

in input-output ratios, or their changes with changing levels of production

we may be able to identify some of these causes.
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Correlations due to technological change or spesification change

is indicated when the correlated coefficients are also strongly correlated

to time. Changes in production volume as the cause of correlation is

indicated when the correlated coefficients are also strongly correlated

to the volume of production. Changes in production volume as the cause of

correlation is also indicated when there is a linear, non-proportional

regression of the volume of input on the volume of output.

It is difficult to form apriori opinions about the relative

Importance of the various causes of substitution and complementarity

effects.

II. Substitution and complementarity between inputs in general

In this part of the study we are interested in substitution and

complementarity between inputs, characterised by their sectors of origion,

but we are not concerned with whether the input is domestically or foreign

produced. Consequently we have preferred to work with the following

categories of input ratios 2) .

(a) Competitive inputs combiiied (Sums of inputs originating from a

given domestic production sector and the corresponding imported products)

(b) Norwegian, non-competitive products (i.e. products of which there is
no corresponding import)

(c) Imports, non-competitive.

However, because of the grouping of the

ratios into sets of 9, there were many sets which lacked some of the

it-ms of the type (a) Competitive inputs combined, but where the

corresponding ratios belonging to one or both of the categories

(d) Norwegian, competitive or

(e) Imports, competitive

were included, i.e. one or both of the items which were summed in

order to obtain "competitive inputs combined". In such cases the

largest of these two items were used as a substitute for the

corresponding competitive inputs combined-item. The frequencies

of the various combinations are given in table 1.

2) For a full description of the complete set of types of input-output
ratios (coefficients) computed see Op. cit. p. 6 f.



Table 1. Frequencies of combinations of input-types for which
correlations between input-output ratios have been
computed

Combination
Frequencies

Absolute Per cent

Competitive inputs combined/competitive inputs combined 433	 49,1

Competitive inputs combined/Norwegian, non-competitive	 23	 2,6

Competitive inputs combined/Imports, non-competitive . . 	 5	 0,6

Norwegian, non-competitive/Norwegian, non-competitive .	 135	 15,3

Norwegian, non-competitive/Imports, non-competitive . . • 	 36	 4,1

Imports, non-competitive/Imports, non-competitive . . . . .	 4	 0,4

Sum combinations where both items, belong to the preferred
types (a), b) and c))	 •. 	 • ***** ▪ •...•. • 636	 72,1

Competitive inputs combined/Norwegian, competitive	 . .	 4	 0,4

Norwegian, non-competitive/Norwegian, competitive . . . . .	 100	 11,3

Norwegian, non-competitive/Imports, competitive . . . . . . . 	 113 	 12,8

Imports, non-competitive/Norwegian, competitive . . . • ..	 9	 1,0

Imports, non-competitive/Imports, competitive . .. ..... .	 21	 2,4

Sum combinations where Norwegian, competitive or imports,
competitive have been used instead of competitive
inputs combined	 • 0 4	 0 • 0 • 0 0 • 0 • • 0 • 0 0 • • • • 0 • • • • 0 • 0 0	 247	 27,9

Total ..	 00600	 0 0	 4 • 00	 40040	 0 0	 883	 100 0

If we compare the number of correlations, computed in this way, with

the possible number tilat might have been computed, if we had not been

restricted by our computation program, we get the following picture:

Tabel 2. Possible and actually computed correlations

Sectors with
possible
number of
correlations

1- 3

6 - 10

15 - 28

36 and over

Total

	22	 50

	

27	 214

	

19	 386

	

9	 458

	

77	 1 108

	1-5	 6-10

	

49 	 •

	

55 	 137

	

15 	 135

	

9 	 37

	

128 	 309

11-28

49

192

187 	 337

259
	

305

Possible
Number number of ----

of	 correla-
sector.' tions

446 883

Actually computed correlations
Total

in per cent
of possible

in groups of

98.0

89,6

87,4

66,6

79,7



We see from this that the coverage is quite good, if we disregard the

fact that we to some extent ha'v- , used substitutes for the coefficients of

type a) (competitive inputs combined).

The distribution of the observed correlation coefficients is

given in table 3.

The table also gives the hypothetical frequencies which we should

expect to observe if the Input-output ratios were independent and normally

distributed about their expected values, i.e. if the equation

(1) 	 a,.(t) = 	 u..(t)

wascorrectforalli,jandt, 	 independent and

normally distributed about zero. (This distribution may he computed from

the t-distribution, since under the given assumptions the statistic

rn-2
t 	 follows the t-distribuLion with r-2 dc;2;rees of freedom.

1/1-r

r is the estimate. of a correlation coefficient, the truc value of which

Is zero n is the number of observations on the basis of which the

correlation coefficients have been computed, i.e. n 12 in our computations).

The frequencies Jaave been plo 	 in figure 1.

The observed distribution is clearly different from the hypotheti-

cal distribution with zero true correlation Both high positive and high

negative correlations are much more frequent in the actual distribution

than in the reference distribution. (If we combine the three upper classes,

.71 - 1.00 and also combine the three lover classes, -.71 -- 1.00, in order

to obtain classes with hypothetical frequencies no less than 5, we may

compare the two distributions by a regular x
2
-test. The x.

2
-statistic is

2 646,6, and we have 16 classes. In the /-distribution only 1 per cent

of the observations will have a value of above 30.6 when there are 15

degrees of freedom.) We can thus conclude that there is evidence of both

substitution and complementarity in our figures.
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Tablc, 3. Coefficients of correlation between
883 pairs of input-output ratios

Size o
soefficient

of correlation 

Observed
trequancies

Hypothetical
frequencies

under
0-correlation    

	.91	 LOU 	11

	

.31 - 	 .90 	 27 	 1

	.71- 	.80	 '-, 7 	4

	

.61 - 	 .70 	 L 7 	 12

	

.51 	 .60 	 44 	 26

	

.41 - 	 .50 	 45 	 44

	

.31 - 	 04fl 	 50 	 63

	

.21 - 	 .30 	 59 	 25

	.11 -	 . 4 '.)
r.,,

	

49 	 99

(+) 	 0 - 	 .10 	 4 5 	10 7 ,-2-

	( - ) 0 - - .10 	 54 	 107

	

-.11 	 - .20 	 61 	 99

	

-.21 - 	 .30 	 5 9 	85

	

-,31 - - .40 	 70 	 63

	-.41 -	 .57)!--,LL

	

_ . 	 44

- 51-- 	.6C	 41 	 26

	

-.6 1 	.70	 42 	 12

- 71- - .80 	 45 	 4

	

-.81 - 	 .90 	 34 	 1

	

-.91 - - 1.00 	 8

	

383
	

883

	

.57 - 	 1.00 	 140 (15.9%) 	 22 (23 %)

	

56 - 	 .56 	 592 (67.0%) 	 839 (95%)

	

-. 5 7 - - 1.00 	 151 (17.1%) 	 22 (21 %)

Total
	

883
	

883

	

(+) 0 - 	 1.00
	

415
	

441

	

(-) G 	 - 1.00
	

468
	

4411



In our figures there is a slight overweight of negative correla-

tion coefficients, 460 against 415 positive, or 151 in the range -.57 to

- 1.00 against 140 in the range ,57 to 1.00.

A X2 test indicates that we will get an unequality in the

distribution on positive and negative items of this magnitude or greater

in somewhere between 5 and 10 per cent of the cases if the probabilities

for positive and negative items are equal. (If we test the hypothesis

that the probability for a positive correlation coefficient > 0.57 is equal

to the probability of a negative coefficient < - 0.57 each being equal to
140+151 

the average	 or if we test the hypothesis that the probability
883	 '

for a positive sign is equal to the probability for a negative sign for

each of the 191 correlation coefficients with numerical values above 0.56,

we get probabilities of more than 1 for discrepancies at least as great as

the one between 140 and 151.)

We have chosen to make a distinction between coefficients with

numerical values below 0.57 and those equal to or above this value,

because correlation coefficients equal to 0.57 correspond to the critical

values at the 5 per cent level in the hypothetical t-distribution with

zero true correlation and 10 (7= 12-2) degrees of freedom. (The correspon-

ding values at the 1 per cent probability level are t 0.71.)

We will now investigate if there is a tendency for the high

correlation coefficients to cluster, i.e. if a small number of sectors

have relatively many high correlation coefficients, whereas the rest have

relatively few. This would imply that only a limited number of sectors

are affected by changes of the substitution and complementarity type in

their input-output ratios.

Since 33 per cent of the total number of correlation coefficients

are high (numerical values of.0.57 and above) we may for each group of

sectors with the same total number of coefficients compute the expected

number of sectors with each number of high correlation coefficients,

assuming the probability that one particular coefficient will be high

to be 0.33, and independent of the value of other coefficients for the

same sector.

Since the number of sectors in each group with the same number of

coefficients are small, we have to pool groups in order to perform a test.

We may consider, then the groups of sectors with 1 to 5 computed

correlation coefficients, those with 6 to 10 and those with from 11 to

the maximum 28. Within these groups we have the following percentages

of high correlation coefficients:
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I to 5 correlation coefficients: 35.2 per cent high (32.7)

6 to 10 correlation coefficients: 34.0 per cent high (36.5)

11 to 23 (more than 10) correlation coefficients: 31.6 per

cent high (31.3)

The figures in parantheses are the percentages that we would have

obtained for the computed correlation coefficients if we had grouped

the sectors according to the numbers of correlation coefficients that

might have been computed, had not the number of computations been

restricted by the computer program.

The occurence of numerically high correlation coefficients appears

to be about the same, irrespective of the number of input-output ratios

in a sector.

Omitting sectors with less than three correlation coefficients

we obtain the following results, after some grouping:

Table 4. Realised and hypothetical distributions of sectors
1) according

to the frequencies of high correlation coefficients:

Frequencies of hia > 0.57) correlation coefficients

0 	 1 	 2 	
3-2n more - Total

2 than in

	12
	

19 	 10
	

9
	

50

	Hypothetical
	

11
	

19 	 11
	

50

7-23 	 Realised
	

2
	

6 	 0 	 25
	

7
	

48

	Hypothetical
	

3 	 7 	 33
	

4
	

48

Numbers of
correlation
coefficients

n.

3-6 	 Realised

I) Coefficient. groups.

The cccurence of high correlation coefficients among sectors with

3 to 6 computed correlations corresponds extremely well to the distribution

we would expect if the probability for a high correlation

coefficient was 0.3 3, and independent of the values of other correlation

coefficients in the same sector.

For sectors with 7 to 23 computed correlations there is a difference

between the realised and the hypothetical distributions; sectors with very

few and with very many high coefficients occur more frequently than one

should expect. (If we consider as extreme the cases, where less than two

or more than half the coefficients are high, the realised distribution

between extreme and not-extreme cases is significantly different from the
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.11
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hypothetical distribution at the 1 per cent significance level by a
2 

test).

16.7 per cent of the sectors with more than 6 computed correlations had

less than two high coefficients against an expected percentage of only

8.3, if there had been no tendency to clustering. Correspondingly l4.6

per cent of these sectors had more than half of their correlation

coefficients classified as high, against an expected 8.3 per cent.

Unfortunately, we cannot conclude from this that there is a tendency for

either a large or a quite small proportion of input-output ratios in a

sector to be involved in substitution and complementarity changes. The

reason is that a model of independence does not make much sense as a

reference model here: If the correlation coefficients between one input-

output ratio and each of two others are high, the correlation coefficients

between the latter twowill also tend to be high.

This is easily illustrated by an example in which we assume

correlation coefficients to be either 11:1 or 0, and where we assume that

the probability for a random correlation coefficient to be ea is 1/3.

In the case of 3 inputs, we will then get the following

probabilities:

Table 5 • a. Hypothetical and actual frequencies of high correlations.
3 inPut -output ratios

Number of high

correlations

In a binomial

distribut ion

In a distribution
of the type dis-
cussed in the
example

1.00 	 (26)

0.300

The actual

distribution

	.38 	 (10)

	

.46 	 (12)

	

.03 	 (2)

	

.03 	 (2)

	

1.00 	 (26)

1/3

0

2

3

Total
	

1.00 	 (26)

Average frequency
of high correlations 1/3

The figures in parantheses give the expected distributions when the number

of items is 26 as in the actual distribution of sectors with three inputs.



In a distribution
of the type dis-
cussed in the
example

.088

.472

.148

.255

.037

1.000

0.292  

The actual

distribution

	.118 	 (2)

	.294 	 (5)

	

.236 	 (4)

	.176 	 (3)

	

.176 	 (3)

(-)

(-)

1.000 	 (17)

1/3

Number of high
	

In a binomial

correlations
	

distribution

0	 .083 	 (2)

	

.263 	 (4)

2
	

.329 	 (6)

3
	

.219 	 (4)

4 	 .033 	 (1)

5 	 .016 	 (-)

6 	 .001 	 (-)

Total
	

1.000	 (17)

Average frequency
of high correlations 	 1/3

17

In the case of 4 inputs, i.e. 6 correlations, we get

Table 5 b. Hypothetical and actual frequencies of high correlations.
4 input-output ratios

17 is the number of items in the actual distribution

In the case of 5 inputs, i.e. 10 correlations we get

Table 5 c. Hypothetical and actual frequencies of high correlations.
5 input-output ratios

Number of high

correlations

In a binomial

distribution

In a distribution
of the type dis-
cussed in the
example

The actual

distribution

0

1

2

3

4

5

6

7

9

10

Total

Average frequency
of high correlations

	.013
	

(-) 	 .017 	 (-)

	

.090
	

(1) 	 .210 	 (3)

	

.199
	

(3) 	 .264 	 (4)

	

.262
	

(3) 	 .248 	 (3)

	

.225
	

(3) 	 .143 	 (2)

	

.133
	

(2) 	 - 	 (-)

	

.055
	

(1) 	 .106 	 (1)

	

.015
	

(-) 	 - 	 (-)

	

.003
	

(-) 	 - 	 (-)

- (-) 	 -	 (-)

- (-) 	 .012 	 i-)

	

1.000 	 (13) 	 1.000 	 (13)

	1/3
	

0 .2 8 1

(-)

(-)

	

.154 	 (2)

	

.461 	 (6)

	

.077 	 (1)

	

.231 	 (3)

	

.077 	 (1)

(-)

(-)

(-)

(-)

1.000 (13)

0.361

13 is the number of items in the actual distribution.



Obviously, we will not expect our actual observations to correspond

to the example, since we do not have correlation coefficients of only the

values 0 and 1. However, judging from the three examples given here, the

actual distributions appear to be closer to the binomial distributions

than to the distributions of the example. It seems to be a fair conjecture

that the observed distributions indicate no tendency to clustering beyond

that which follows from the mechanism that makes correlation high between

two input-output ratios which both are highly correlated with a third.

Our data may give some indications about the extent of "Input

substitution", involving only 2 or possibly three input items. We may

study this problem by considering the number of delivering sectors involved

in substitution and complementarity relationships for each receiving sector.

We get the following picture:

Table 6. Distribution of sector (groups)
1) according to the number of input-

output ratios related by high correlation coefficients

Number
of input
ratios
in each
group 

Number of sect
High negative
correlations
between only
two input-
output ratios

ors (groups)
1)

High corre-
lations
between
only three
input-out-
put ratios
not all
positively
correlated 

No high cor-Total
relations
between
input-output
ratios

High posi-
Other

tive cor-
relations
between
only two
input-out-
put ratios

2 	 13

3 	 25

4 	 23

5 	 19

6 	 15

7-9 	 lr

Total 	 110

3

2

3

5

5

1

3

17

14.

6

5

3

2

6 	 1

2 	 7
2)

2 	 9
3)

1 	 8
4)

15
5)

13 	 4022 13

1) The units are here the groups of input-output ratios for a sector, for
which correlations have been computed. 2) Of these one with high negative
correlation between two input-output ratios and high positive correlation
between the remaining two. 3) Of these one with high negative correlation
between two input-output ratios and high correlation coefficients involving
the remaining three. 4) Of these one with high correlation coefficients
between two separate pairs of input-output ratios. 5) Of these one with
high negative correlation between two separate pairs of input-output ratios,
one with high positive correlation between two input-output ratios and high
correlation coefficients involving a group of three others, and one with
high positive correlations between two separate pairs of input-output
ratios and high negative correlation in a third pair.



19

Among the 110 groups there are only 17 cases of simple substitution

of one input for one other i.e. 15.5 per cent of the total, and among

these 17 cases 13 occur in groups where there are only 4 or less specified

input-output ratios and none occur in the groups with more than 6 specified

inputs.

If we consider also cases where up to three input-output ratios are

involved in the substitution, we get 35 cases or 31.8 per cent of the total,

but there is only 6 or 20 per cent of the 30 groups of more than 5 input-

output ratios.

The tabulation confirms an impression that, when the number of input-

output ratios in the groups increase, the number of high correlation

coefficients also tend to increase, and even when we take into account the

cases, referred in the footnote to table 6, where several separate groups

of two or three input-output ratios have high correlation coefficients only

with input-output ratios in the same group, and thus form separate

"association complexes", there does not appear to be any tendency for

substitution and complementarity to involve only two or three input-output

ratios except in the cases where there are only a small number of inputs

alltogether. The existence of what we previously termed "input substitu-

tion" does not seem to penetrate our results.

We will then investigate if the substitutions and complementary

changes in input-output ratios are smooth and gradual, indicating techno-

logical change and spesification change, or if they are more random in

relation to time.

From table 7 it will be seen that for 242 or 83.2 per cent of the

291 high correlation coefficients both the correlated input-output ratios

were also significantly correlated to time at the 5 per cent level

(numerical value of correlation coefficient above 0.57. For 172 or 59.1

per cent both input-output ratios were significantly correlated to time

at the 1 per cent level i.e. with the numerical value of the correlation

coefficient above 0.70.)
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Table 7. Pairs of input-output ratios with high correlation coefficients
distributed according to the correlation between the input-out-
put ratios and time

Numerical values of
correlation coefficients
between input-output
ratios and time

Sign of cor-
relation be-
tween input-
output ratios

Number
og

pairs

Per cent
of total   

../,...•■■•■■■s• 

Both less than .57
(Positive 	 7 	 2.4
1)Ncgativ ,:, 	5	 1.7
All 	 12 	 4.1

One less than .57
one in the ranLe .57 - .70

fPositive
Negative

t All

	7 	 2.4

	

5 	 1.7

	

12 	 4.1

One less than .57
one greater than .70

One less than .57
alltogether

	(Positive	g	 3.1
	Negative 	16	 5.5
	All	 25 	 8.6

	(Positive	 23 	 7.9=
'

	

Negative 	26	 9.9
	\dill	 49 	 16.2

p-Dsitive 	 1	 0.3
Both in the range .57 	 .70 ',1 ,4sativ 	 6 	 2.1

pil 	7	 2.4

One in the range .57 	 .70
one greater than .70 Ngative

Ail

40 	 13.8
23 	 7.9
63 	 21.7

Both greater than .70

Both greater than .56
alitogether

	Positive	 76 	 26.1
	'Negative	 96 	 33.0
	LAii	 1 7 2 	 59.1

	

fPositive 	 117 	 40.2
	Negative	 125 	 43.0

	

111 	 242 	 83.2

r2ositive
	 140 	 48.1

All
	

Negative
	 151 	 51.9

Ali
	

291 	 100.0

One greater than .70
alltogether

(Positive
Negative
Jp,_1

125 	 43.0
135 	 46.4
260 	 89.4

This may be compared with the distribution far the remaining 592

small fo the 833 computed correlation coefficients. The comparison is

made in table 3, where the characterisation of correlation with time is

based on the numerical size of the coefficients of regression with

respect to time for the input-output ratios.
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Table O. Correlated pairs of input-output ratios distributed according
to the size of the correlation coefficients and the sizes of the
regression coefficients for each input-output ratio with respect
to time

Numerical values of 	 Large correlation
regression coefficients 	 coefficients

Small correlation All correlation
coefficients 	 coefficients

measured by their 	 Number 	 Per Number 	 Per 	 Number 	 Per
standard deviations 	 of pairs 	cent of pairs cent of pairs cent

Both less than 2.2
(No trends)

13 	 4.5 	 136 	 23.0 	 149 	 16.9

One less than 2.2 one in 	 12 	 4.1 	 114 	 19.2 	 126 	 14.3
the range 2.2 - 3.2
(Moderate trend in one
input-output ratio, no
trend in the other)

One less than 2.2 one
greater than 3.2 (Clear
trend in one input-out-
put ratio, no trend in
the other)

9.7 	 278 	 47.0 	 306 	 34.6

One less than 2.2 „illto- 	 53 	 12-3 	 52 0 	39.2	 5 01 	 65.3
gather (no trend in at
least one of the input-
output ratios)

Both in the rane 22 	10	 3.4	 8 	 1.3 	13	 2.0
3.2 (Moderate trends in
both input-output ratios)

One in the rane 2.2

	

23.3 	 39 	 6.6 	 107 	 12.1
3.2 one greater than
3.2 (Clear trend in ,Dne
input-output ratio, mo-
derate trend in the
other)

Both greater than 3.2	 lfJO 	 55.0 	 17 	 2.9 	 177 	 20.1
(Clear trend in both
input-output ratios)

Both greater than 2.2 	 236	51.7	 64 	 10.3 	 302 	 34.2

(Moderate or clear
trend in both input-
output ratios)

Total 291 592 	 100.0 333 	100.0     

(For independent, normally distributed variables, the numerical value of

the regression. coefficient may be expected to exceed 2.2 times its

estimated standard deviation in 5 per cent of all cases, and to exceed 3.2

times this standard deviation in 1 per cent of all cases. The grouping in

tables 7 and 0 should be identical ) but there are some discrepancies due to

rounding.)
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We see that among the hi ghly correlated pairs of input-output

ratios both of them are also sinificantly correlated to time in -,3 1.2 per

cent of the cases (at the 5 pr cent level 55 per cent of the cases at

the 1 per cent level). The corres i:Jndin& percentato(s) for the pairs

of input outTJut ratios with small correlation coefficients is only 11 (3).

This must be taken as a strong indication that the majority of substitu-

tion and complementarity effects that wc can distinguish in our data are

caused by gradual unidirectional chang_s in coefficients.

As can be seen from table 7, there does not seem to be systematic

differences between negatively and positively correlated input-output

ratios in respect to correlation 1)etween input-output ratios and time.

Ailtozether there were 49, or 160 per cent of the correlations

which were numerically hi, -her than .57 where not both input-output ratios

were significantly correlated with tim,, at the 5 per cunt level, but

for 20 of th -ese, or 6,9 per cent, none of thu two correlation coefficients

with time was below .47.

it thus appears that the majority of cases of high correlation

between input-output ratios are associated with jraduai monotonic changes

over time in these rati,s

ion- -Jroportinaliti ,2s between Inputs and outputs does not appear

to be a si L:nificant cause of high currlations between input-output

ratios. Amon)1, the 2.t1 cases of numerically high correlations, there was

only one in which both input items in the pair was characterised as not

directly proportional to output in our test of the form of the relation-

ships between Inputs and outputs . (A report on this testinï, is under

preparation.) In this pair .:'11,2 if tho Input-output ratios was not

significantly correlated with time at the 5 per cent level.

It must also be fair to conclude that what we have called sub-

stitution proper and product mix fluctuations must play an unimportant

role as causes of numerically 17*- 1-, correlations between input-output

ratios in our data.

We will next investi -at -, whether th, sizes of the input-output

ratios have any influence on the _ccurunce of substitution and comple-

mcntarity effects.

fh ,,, results of grouping th, cJrrA_accd )airs of input-output

ratios according to the size of thc, correlation coefficient and according

to the sizes in per cant of th, input-output ratios are given in tables

9 and 10.



10.01-25.00 10.01-25.00

25.01-50.00

50.01 and over

All
1) 	

27

25.01-50.00 25.00-50.00

All
1)

5

2

2

61 	 113

33

4

34

1

3
	

12
	

20

7

o

2

174

1

53

25

Table 9 A. Correlated pairs of input-output ratios distributed
according to the size of th6 coefficient of correlation
and according to the size of the input-output ratios.
Absolute frequencies

Size in per cent of 	Lare correlation
coefficients

one input- other input 	 Posi- 	 ,(,,A 	 All
output 	 output 	 tive 	 tiv
ratio 	 rati

Small
corre-
lation
coef-
ficients

Total

o 	-2.00	 0 	 2.00 	 24 	 17
	

41 	 77
	

118

	

2.01- 3.00 	 29 	 31
	

60 	 135
	

195

	

5.01-10.00 	 13 	 13
	

26 	 75 	 101

	

10.01-25.00 	 10 	 11
	

21 	 39 	 60

	

25.01-50.00 	 2 	 3
	

15 	 20

	

50.01 and over 1
	

3
	

4
	

7 	 11

All 	 79 	70 	157
	

348 505

2.01- 5.00 	 2.01- 5.00 	 1 7

	

5.01-10.00 	 15

	

10.01-25.00 	 11

	

25.01-50.00 	 4

50.00 and over 1

Aill 	77

	is 	33	 61

	

14 	 ,2J 	 64

	

14 	 os 	 45

	

3 	 7	 _U

	

3 	 4 	 9

	

81 	 153 	 332

94

93

70

25

13

490
-

5.01-10.00 	 5.01-10.00

10.01-25.03

	

25.01-50.00 	 2

5C.01 and over

All
1) 	

40

	7 	 12 	 11
	

23

	

4 	 9 	 24
	

33

	

5 	 7	 5
	

12

	

1. 	 1 	 2
	

3

	

44 	 '34 	 181
	

265

50.01 aL.,(11. over All
	

2
	

29

Total
	

140
	

151
	

291
	

592
	

'2,23

1) Note that these sums include some items also included in the sums above.
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Table 9 B. Correlated pairs of input-output ratios distributed
according to the size of the coefficient of correlation
and according to the size of the input-output ratios.
Relative frequencies

Size in per cent of

0 	 - 2.00 	 0	 - 2.00

2.01- 5.00

5.01-10.00

10.01-25.00

25.01-50.00

50.01 and over

All

2.01- 5.00 	 2.01- 5.00

5.01-10.00

10.01-25.00

25.01-50.00

50.01 and over

All
1)

Small
corre-
lation
coef-

	34.7	 65.3
	

100.0

	

30.0 	 69.2
	

100.0

	

25.3 	 74.2
	

100.0

	

65.0
	

100.0

	

25.0 	 75.0
	

100.0

	

36.4 	 63.6
	

100.0

	

31.1 	 68.9
	

100.0

100.0

100.0

100.0

100.0

100.0

100.0

Large correlation coefficients
one input- other input 	 Posi- 	 Nega- 	 All
output 	 output 	 tive 	 tive
ratio 	 ratib

Total

	20.3
	

14.4

	

14.9
	

15.9

	

12.9
	

12.9

	

16.7
	

13.3

	

10.0
	

15.0

	

9.1
	

27.3

	

15.6
	

15.5

	

18.1
	

17.0
	

35.1
	

64.9

	

16.1
	

15.1
	

31.2
	

68.

	

15.7
	

20.0
	

35.7
	

64.3

	

16.0
	

12.0
	

72.0

	

7.7
	

23.1
	

30.3 	69.2

	

15.7
	

16.5
	

32.2
	

67.3

5.01-10.00
	

5.01-10.00
	

21.7
	

30.4
	

52.1
	

47.9
	

100.0

10. 01-25.00
	

15.1
	

12.1
	

27.2
	

72.0
	

100.0

25.01-50.00
	

15.7
	

41.7
	

53.4
	

41.6
	

100.0

50.01 and over
	

33.3
	

33.3
	

66.7
	

100.0

All
1)
	15.1
	

16.6
	

31.7
	

68.3
	

100.0

10.01-25.03 10.01-25.00

25.01-50.00

50.01 and over

All
1)

25.01-50.00 25.01-50.00

All'
	

13.3

50.01 and over All )
	

6.9

Total

23.6

100.0

100.0

35.1

	

100.0
	

100.0

	

20.7
	

34.5

	

31.1
	

30.0

')3.O

	

71.4 	 100.0

100.0

100.0

	

64.9 	 100.0

100.0

	

65.5 	 100.0

	

62.6 	 100.0

	

67.0 	 100.0

	

14.3
	

14.3

1 00.0

100.0

	

15.5
	

19.6

15.9 	 17.1

1) Note that these sums include some items also included in the sums above.



Size of one input-output
ratio in per cent

Positive
0 - 2.00 Negative

Total

Size of other input-output ratio in per cent

o-
2.00

20.3
14.4
34.7

2.01-
5.00

	5.01- 	 10.01- 	 25.01 and
	10.00	 25.00 	 over

14.9
15.9
30.3

	12.9	 16.7 	 9.7

	

12.9 	 18.3 	 19.3

	

25.8 	 35.0 	 29.0

y'r

Table 10. Percentages of large correlation coefficients between
input-output ratios distributed according to the size
of the input-output ratios

Positive 	 • 	 13.1
	

16.1 	 15.7 	 13.2

2.01 - 5.00 	 Negative 	 17.0
	

15.1 	 20.0 	 15.7

Total 	 • 	 35.1
	

31.2 	 35.7 	 28.9

Positive 	 21.7 	 15.1 	 13.3
5.01 - 10.00 	 Negative
	

30.4 	 12.1 	 40.0

Total
	

52.1 	 27.2 	 53.3

Positive 	 3.3
10.01 and over Negative 	 50.0

Total 	 • 	 50.3

Positive
	 17.2
	

15.4
0 - 5.00 	 Negative
	

15.7
	

16.3

Total
	

32.9
	

30.3

Positive
	

15.7
5.01 and over Negative
	

27.7

Total
	

43.4

From table 10 it looks as if the tendency to complementarity becomes

somewhat less when the input-output ratios increase. The tendency to comple-

mentarity seems to be relatively low as soon as one of the input-output

ratios exceeds 10 per cent more or less irrespective of the size of the

other ratio. The tendency to substitution effects, on the other hand,

appears to increase with the size of the input-output ratios, and to be

somewhat more depending on the sizes of both the input-output ratios in-

volved.

The net effect is that the tendency to association (numerically

large correlation coefficients) is somewhat stronger when both input-

output ratios are big than when at least one of them is small. The picture

is, however, not uniform, and one should perhaps be careful not to rely

too much on these conclusions.
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Substitutability or complementarity could either be characteristic

of a group of goods in a variety of uses, or be characteristic of one

particular group of goods in one particular use. There is also the third

possibility that one particular type of goods may be substitutable for or

complementary to others in a variety of uses, but related to different

other goods in different uses.

The occurence of the various types of association will naturally

depend on the level of aggregation both in terms of goods, i.e. inputs,

and in terms of uses - that is in our case: the sector specification for

the industries using the inputs.

It would be of great interest to find out if there are particular

groups of inputs, which are associated one way or the other in a variety

of uses.

We may inve-tigate for each sector if its deliveries are strongly

associated with inputs from other sectors in the various user sectors

more or less often than normal. The results might give some indications

about whether the observed tendencies to association are related to the

products of specific sectors or more randomly distributed. They would

also say something about the relative importance of the sectors in the

process of economic growth.

We may also investigate for each pair of delivering sectors if

the frequency of high positive or negative correlations between input-

output ratios originating from the pair is greater or smaller than normal.

This would tell us something about thc existence of mutually substitutable

or complementary pairs of sectors.

We will look into both these problems, but, unfortunately, our data

are not sufficient to lead us a long way towards conclusions. It is not

(7-isy, on the basis of our data, to arrive at conclusions regarding the

occurence of the various types of association for individual input

delivering sectors. We have found that about 1/3 of all the computed

coefficients of correlation are high, and that the frequencies of positive

and negative covariations are about equal, both when the numerical value

of the correlation coefficient is high and when it is low.

However, since we can only meaningfully compute the coefficients

of correlation between input-output ratios for deliveries into the same

using sector, the majority of conceivable combinations of delivering

sectors do not occur at all, or only once or twice each in our data. The

basis for evaluating the frequencies of high correlations for particular

combinations of delivering sectors is consequently limited.



In Appendix table A we consider e .'Ich sec±pr (Norwegian or foreign

non-competitive, combined Norwegian and foreign competitive) in its function

as provider of inputs to other seetors. We examine then the frequency of

high negative and high positive coefficients of correlation between pairs

of input-output ratios, where th g.vn sector is provider of one of the

Inputs in each pair.

In order to have standards against which to evaluate the observed

frequencies of hit coefficients of correlation, we have computed the

probabilities of obtoininT deviations from the expected values, at least

as large as the observed cnes, if the probability of obtaining a numeri-

cally high value (> 0.57) of the coefficient of correlation were o.33 and

if the probability of obtaining a high neative value were 0.165 and that

of obtaining a hila positive value were also 0.165, and the two latter

probabilities were independent. In computing the probabilities for high

negative correlations we have disregarded the observed frequencies of high

positive correlations, and in computing the probabilities for obtaining

high positive correlations we have disregarded the observed frequencies of

high negative correlations. The probabilities for the deviations from the

expected walues for numerically 	 coefficients of correlation have been

computed from binomial distribution- for sectors with less than 13 observa-

tions whereas the normal distribution has been used as an approximation for

sectors with 13 or more observations. The probabilities for deviations

from the expected values for high negative and for high positive coefficients

of correlation have been computed from binomial distributions for sectors

with less than 20 obeervations, whereas the normal distribution has been

used for sectors with 20 or mor ,,, observations.

In Appendix table A and in the more aggregated tables 11 a-c, 12

and 13 we have grouped the sectors according to the numerical values of

the computed probabilities. In Appendix table A and in table 12 we have

counted as high, respectively low, frequencies with probabilities less than

0.30. In tables 11 a-c and B we have counted as very high, respectively

very low, frequencies with probabilities of 0.05 and less and as high,

respectively low frequencies with probabilities 0.06-0.29.

leave it to the reader to contemplate the characteristics of

individual industries in regard to substitutability and complementarity,

on the basis of the grouping in Appendix table A.

The aggregated tables 11 a-c, 12 and. 13 demonstrate that there

are considerable differences between the sectors in regard to the



Number
of

sectors

Frequencies ,,)f numerically
1)correlation coefficients

Number 	 High coefficients
of obser- of correlation
vations 	Number	 1),..r cent

82 53.7

728 240 	 33

204 40 	19 , 6

1 766 582 	 33.0

Very high (deviations of
probability 0.05 and less) ......

High (deviations 3f proba-
bility 0.05-0.29) 0044.01/01100GW4

Normal (deviations of proba-
bility 0.30 and more) 4.000464000

Low (deviations of probability
0 .06-0.29) ......................

Very low (deviations of prcba-
bility 0.05 and less) ...........

.. • . 404•00010•00•0•40•4104000

3C5 	 157 	 40.8

367 	 95

13

r

6

4

62

28

occurence of high coefficients of corre_ation, but according to table 13,

the variations do not appear to exceed appreciably what w should expect

on the basis of a theory of no ' clustering".

Of the 62 sectors, for which we have observations (sectors with

specifid input deliveries to using sectors which have specified input

deliveries from at least one other delivering sector), there are 7, or

11.3 per cent with frequencies for numerically high correlations which

deviate more from their expected value than one should expect in 5 per

cent of all cases. There are 4, or 6,5 per cent with frequencies for

high negative correlations deviating as much, and 5, or 8,1 per cent

for high positive correlations.

Table 11 a. Frequencies of numerically high correlation coefficients

I) The classification is in terms of deviations from the expected number
of numerically high coefficients of correlations if the probability for a
high coefficient in each observation were 0.33 and independent of other
observations. The deviations are measured in terms of the probabilities
of obtaining (positive and negative) deviations of at least the given
magnitudes when the individual probabilities are 0.33 and independent.



2 	 77

Very high (deviations of
probability 0.05 and less)
	

41

High deviations f probability
0.06-0.29) ..—•......•..—• 	 185

Normal (deviations of probability
0 .30 and more) 4 • 0 0 0 9 • • 0 0 • • * 0 9 4	 40 	 1 382

Low (deviations of probability
0.06-0.29) • 	 • 	 . • • 0 • 0

228 	 16.5

39.0

27.0

5.2

15

50

4

Very low (dovictions ,)f
probability 0.05 and less) 4.98120 0 0 A 0

17.13029 4	 4, 0 * • 	 62Total 1 766

Table 11 c. Frequencies of T -)sitive correlation coefficients.

90
Very high (doviati,ns with
probability 0.05 and less) .. • ..

High (deviations with probability
0.06-0.29) 0 "2

Normal (deviations with proh(71b3-
lity 0.30 or more) 0** *** 	 43 	 603

Low (deviations with probability
0.06-0.29) ... 	 0009 ø	 8 	 417

174

766

Very low (deviations with p roba
bility 0.05 and less) ......

Total orte*••••• • • 	 {. 0 0 e 	 • • 0 0	 0

Frequencies of high negative 	 nimher
, Ecorrelation coefficients 1)

Number of obser-
vations

Hig
negative

Percentage
of high
negative
coefficients

sectors Total

1) The classidication is in terms of deviations from the expected number
of high negative coefficients of correlation if the probability for a high
negative coefficient were 0.165. The deviations are measured in terms
of the probabilities of obtaining (positive and negative) dcviations of at
least the given mzgnitudes, when the individual probabilities are 0.165 and
independent.

Frequencies of high positiv Numberr	 Number of ob er- Percentages of
votions 	  high positive

correlation coeffici ,:mts
sectors Total 	 High coefficients

osifive

28

54

147

39

	 12

280 15.9

31.1

24.3

17.1

6.9

Table 11 b. Frequencies of high negative correlation coefficient.

1) The classification is in terms of deviations from the expected number
of high positive coefficients of correlation if the probability for a high
positive coefficient were 0.165 and independent of other observations. The
deviations are measured in terms of the probabilities of obtaining (positive
and negative) deviations of at least the given magnitudes when the individual
probabilities are 0.165 and independent.
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Table 12. Frequencies of high negative and high positive correlation
coefficients. All sectors

Number
of

sectors

1)Frequencies	 of

high negative hi ,„;11 positive
correlation correlation
coefficients coefficients

Number of observations
	 Percentages

hich	 high	 h.71Ç-h 	high
total negative positive ne-ative positive

High

High

"Normal"

"Normal"

High

Low

"Normal"

Low

Low

Tota-
■••■••••■■•00......

Hizh	 1	 25	 7	 8	 26.0	 32.0

"Normal"	 6	 174	 52	 28	 29.9	 16.1

High	 7	 256	 37	 66	 14.4	 25.8

'Normal"	 34	 63g	 101	 113	 15.8	 16.9

Low
	

1	 27	 7	 2	 25.9	 7.4

High
	

1	 31	 1	 6	 3.2	 25.3

	

7	 525	 90 	 47	 17.7	 9.0

"Norm-11"	 1
	

50	 3
	

6.0	 12.0

Low
	

39
	

2
	

5.1

	

62	 1 766	 302
	

280
	

17.1
	

15.8

1) Frequencies are considered to be high, respectively low, when the
probability of obtaining a frequency deviating at least as much from the
expected frequency is < 0.30 in a sample from a population with probability
0.165 fora high negative,respectively positive, coefficient of correlation.
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Table 13. Hypothetical and observed distributions of sectors according to
the frequencies of high coefficients of correlation

Frequencies of high cc)rrciation
i)

coefficients

Actual distributions
thetical for nu- 	 fur high for high
distri- merically neative positive
:ution 	high coef- cocffi- coeffi-

ficients 	 cients 	 cients

Very high frequencies, probability
level 0.05 and less

High frequencies, probability level
0.06-0.30 ... 	 0. . 	 7,8

Normal frequencies, probability
level above 0.30 ........ ....... ... 43.2

now frequencies, probability level
0.0G-0.30 	 44 40 0 4 14 •0	 . • 	 0 	 7.8

Very low frequencies pr:Jbability
level 0.05 and less ............... 	 1.6

3
	

2
	

3

8

36

6
	

8

0
	

2

.
Total •......•....4 40 44.• *0 04 	 . fl e 32.0
	

62
	

62
	

62
1) See footnotes to tables 11 a-c. The figures for the "hypothetical
distribution" are obtained by diviLing the i6ercentage- for -a given deviation
equally between high and low'.

We may next ask if there is any connection _between the two types

of association: Are products which ale easily substitutable occuring as

complementary to other products more or less often than the average. If

we examine the percentaes for high negative and high positive correlations

in, each sector, we get no impression of covariance. This is confirmed if we

compute the correlation coefficient between percentages for high negative

and for high positive correlation coefficients. This coefficient is only

0.08, or practically zero.

We may now examine those cases where two sectors both occur as

deliverers of input to several users, so that we have been able to compute

several correlation coefficients between input coefficients for inputs

originatiniT from the two sectors. In Appendix tabel B we have listed

all sector pairs with more than 4 observations and also all sector pairs with

2 to 4 observations for which no less than 2/3 of the correlation coeffi-

cients were either high and negative or high and positive. In the same way



as in Appendix table A we have computed percentages and hypthetical proba-

bilities for high correlation coefficients. A more condensed presentation

of the same data is given in tnbles 14-16.

Among the 30 sector pairs with 5 or more observaticns only two

have a frequency of high negative correlations, which correspond to a

hypothetical probability of less than 5 per cent, and only one has a corres-

ponding frequency of high positive correlations. If we look at the sector

pairs with high frequencies of hiçYh negative correlations, some of them can

easily be understood to have substitutable products, but more often it is

not easy to see right away how the products can be substitutable. Quite

often one of the unspecified sectors will be a member of one of these pairs,

and one can easily imagine that changes in specification of inputs may give

rise to negative correlations between the coefficients for unspecified and

those other coefficients, which are directly affected by the extent to which

they are reported separately instead of being lumped in unspecified.

It is perhaps more difficult to form an apriori opinion abGut which

com;dementarities to exnect, and one can imagine causes for the actual

cases of high frequency of high positive correlations, as well as one could

Tprobably do for other pairs. In particular, it is conceivable that the

relatively high proportion of ;airs where one of the sectors is unspecified

even here h,.s to (h) with changes in specifications : if unspecified as

well as certain input types tend to be reported or omitted simultaneously,

they will appear as complementary in cur data.



5.9

10.0

14.8

20.R

17.7

18.2

15,9

20.5

25.8

33.3

30,7

41,5

32.9

30.1

33.0

32,

Table 14. Frequencies of high correlations btwcen input-output ratios from
the same pair of .73roducinz; sectors

Sector ;airs with:

Number Number of	 Percentages of hiFh
of 	 tion coefficients correlation coefficients

sector 	 Of these hi7h 	
Totalpairs 	 Nega- Pos*-

tive tive
Nor -a
	

Posi- 	 Sum
tive
	 tive 	

Total

5 observation„,

4 observations

3 observations 	 0.,....

2 observations 	0000

1 observation c. •

	102	 15 	 (3 	 14 7

	

10 	 12 	 12.2

1 2	 )0 	 14 	 6 	 23.3

22 	 88 	 14 	 13 	 15,9

45 	 13r--, 	 28 	 r)ç,

	

,, 	 20,2

	

104 	 25 	 29 	 15,2

	

252 	 45 	 46 	 17.9

	

283 	 151 	 140 	 17,1

11 - 22 observations , 	 7

- g observations 	 11

• • * •	 ,	 • •	 Q !Y 0	 , • * •

or ,)
2,-)4

Table 15 a. Frequencies of numerically 	 correlation coefficients between
input-output ratios for inputs originating from the same pairs of
producin7 sectors. Sector pairs with 5 or more observations each

Number of 	 Number of 	 High coefficients
Frequencies of numerically hih 	 sector pairs observations of correlations
correlation cocfficiets; 	 Per cent 	 Number Per cent

Very high (Deviations cf probcìbi
ty 0.05 and 	 • • 	 . C, 	(1.

Hizh (Deviations of Frohahilltv
0.05 - 0.29) ow-. 	 •

Normal (Devictions »f 7, ,roba211' . tj
0.30 and more)

Low (Deviations f probability
0.06 - 0.29) 	 ■!, 0 0 c ,

Very low (Deviations (Jf
0.05 and less) . 	 „. • • • e J

	24 	 ROC)

	

4 	 13.3

9

1C

31.1.

42'

55 	 32.7

3

11.9

Total ...... 	 •00,7Y0•0	 1, 0
	 244
	

(33
	

25



Very low (Deviations of probabili-
ty0.05 and less) ................

Total      30 	 100.0 244 OZ) 16,0

Very low (Deviations of :robabili-
ty 0.05 and less) ................

TOtal .0.0111.0e410000.00004.00.000o060       30 10000 244 24 9, 3

34

Table 15 b. Frequencies of high negative correl ation coefficients between
input-output ratios for inputs oripinating from the some pairs
of producing sectors. Sector pairs with 5 or more observations
each

Frequencies of high negative
correlation coefficients

Number of 	 lumber of 	 High nerativ,-,

sector pairs observations coefficients of
correlations

Per cent
	

Number Per cent

Very high (Deviations of prol,a-
bility 0.05 and IOSS) y..000006.00

High (Deviations of probability
0.00 *". 0.29)

Normal (Deviations of prcbability
0 .30 and more) op00006..eleartrooecroo 	 23

Low (Deviations of probabili
0.06 - 0.29)

	6
	

60.0

	11
	

30.7

	21
	

11.4

	1
	

5.0

2

	

()./ 	 10

4 	 13.3 	 i;c,

	

70." 	 184

I 	 3.3 	 20

Table 15 c. Frequencies of high positive correlation coefficients between
input-output ratios for inputs originating from the same pairs cf 7)roducin:
sectors. Sector pairs with 5 or mere observations each

Number of 	 Number ').f 	 Hic-h positive
sector pairs observation„, coefficients of

correlation
Per cent
	

Number Per cent
•

Very hi7h (Deviations cf proba-
bility 0.05 ama less) 	 1

H13h (Deviations of probability
0.03 - 0.29) 00.6.06.410.04100.000.0 ,t)	 r.71

Normal (Deviations of probability
0.30 and more)
	

73.7

Low (Deviations of probability
0.06 - 0.29)
	

2
	

6.7

	3
	

r60.0

38
	

C
	

21.0

	13
	

7.7

33
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Table 13 Sector pairs with different frequencies of observations distributed
according to the number of high coeffic;,ents of correlation.
Actual and hypothetical figures

Number of sector pairs

Of these with:

Total

No 	One	 Twc or One 	 Two or Both
hiçlh 	 hi AlL.. 	 more 	 high 	 more 	 high
correla- --iea- 	 high 	 rr,si- 	 hi-Th 	neg-po si- 	 -t_
tion 	 tive 	 nega- 	 -Live 	 positive tive

corre17L- tive 	 correla-correla- and
tion 	 correla- tinn 	 tiens 	high

tiens 	posi-
tive
correla-
tions

Sector pairs with

11 - 22 observations
(Hyiotheticall))

7 5
,_. 	 (0.1) 	 (0.5) 	 (0-1) 	 (0.5) 	 (5.8)

) - 9 observations 	 11 	 7	 2 	 1 	 - 	 3 	 4
(Hypc,theticall)). , 	(0.C)	 (1.0) 	 (13) 	 (1.0) 	 C!.3) 	 (5.8)

12 	 4 	 4 	 1 	 2 	 -
(2.0) 	 (1.3) 	 (2.0) 	 (1.3) 	 (3.n)

4 abservations .... .. 	 22 	 3 	 _ç 	 t.r' 	 C 	 1 	 5
_.(5) 	 (4) 	 (2) 	 (14.) 	 (2) 	 (5)

5 ol-servations,....
(Hypothetic.c11) ) ) O 0

• •
1

(Hythcticall ) )

3 observations ....
(Hypothetical' ) )

2 o:Jservations
(Hyl_otheticall) ) O 4 4

1 observation 	

• *

(HypJthetical 	 0 L.,

45 14 	 3 	 7 	 7
( 1 3) 	 (10) 	 (3) 	 (10) 	 (5)

	

82 	 3% 	 20 	 20 	 2 	 5
(37) 	 (18) 	 (2) 	 (12) 	 (2) 	 (5)

	

252 	 152 	 45
	

45
(1r9) 	 (42)
	

(41)

Total 0 10 0 • d, 0 0 0
	

0 • 0 0 0
	 210
	

90
	

78
	

15
	

26
(HyjotheticcIl)--
	

(22(3) 	 k:77)
	

(76)
	

(10)
	

(32)

1) The figures that would be expected in a trinomial distribution with probabi-
lity 0.165 for high negative an(J. the same for high positive correlation.
coefficients.
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One could ima7ine that sector pairs with many observations were

producers of input types that were in some ways associated in use. However,

this does not appear to be the ca e. Judging from table 14, it looks as if

cases of high correlation coefficients are more frequent among input ratios

from sector pairs which occur more seldom as combinations.

(A possible interpretation of this observation might be that the inputs

from sector pairs with few observations are frequently inputs of special raw

materials for particular production processes and will tnd to have correlated

movements under "process substitution', whereas the inputs from sector pairs

which occur more often will ty7ically le general materials which are used by

111 processes, and are mainly influenced by random fluctuations. However, our

data do not permit a closer investigation of this possibility).

Although there are certainly sector pairs with extreme frequencies

of high correlation coefficients, the occurence of such sector pairs in our

total population appears to be well within what one might expect if the

occurence of high correlations were purely random and independently distributed

over the observations of each sector pair. Th;_s is illustrated by the tables

15 ac and 10.

This analysis of substitution (.-.nd compl mentarity in relation to the

p_Dduct types involved does not bring out a dramatic distinction between

substitutable and non-substitutable, between complementary and non-complementary

or even between 'associable" and "non-associahle' product types. Even though

there are differences between sectors, the differences could apparently easily

be the result of mere chance.

III. SuLstitution and comlimentarity 3etween corresDon,in( . Ncrwersjan and

imtorted

To the extent 7oss1ble we have also tested the correlations betweeli

specified input coefficients of the type Ncrwer1an, competitive and the

correspondin coefficients for Imports, competitive. Due to the grouping

in the computer program, a relatively small number of coefficient pairs

have been included in this analysis, namely 24, or 40 per cent of a total of

e6 cases where both the input coefficient for Norwegian, competitive and

Imports, competitive were large enough to Le specified in this study. The

distribution of the correlation coefficients is given in table 17 together
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11
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with the corresponding distribution that would be obtained if these 34

correlation coefficients had been distriLuted in the same way as the 883

correlation coefficients analysed above.

Norweic_n and correspo_n:ding imported inputs
The observed 	 Distribution
distribution 	 proportional to

the distribution
of 883 coefficients

Table 17. Substitution between

Coefficient of =relation

0.57 - 1.00

0(-) • 0.56

-0.50

-0.56 - -0.51

-1.00 - -0.57

ota  34    

As one might expect the 17,roportion of hip:h negative correlations is

greater in this group of 'correlations than in the group of 883 correlations.

(The observed distributien, as it is given in table 17, when the classes

-0.50 - 0(-) and -0.56 - -0.51 are combined, deviates from .a distribution

proportional to the distribution of th. 083 correlations to an extent so

that a deviation of that or ,;reater magnitude could be expected lust over

6 times in a hundred, accordin ;7 to the x.2 distribution) ( Less than half

of these correlations (44 per cent) are significantly neative (i.e. := -0.50

and less) at the 5 per cent level,

As with the 883 cerrelation coefficients, we may also for these 34 raise

the question whether the association effects could he due to or is connected

with gradual changes, taking the effects of trends in time! In table 13 we

have classified correlation coefficients of above 0.50 as large positive,

correlation coefficients of less than -0.50 as large negative and coefficients

in between as small. The correlations have then been grouped in accordance

with the existence or non-existence of trends in one or both of the correlated

input-output ratios, as measured by the value of the regression coefficient

of the input-output ratio with respect to time, divided by its standard

deviation.



s 	 0 0. 	0 • 0Total

5

214

35.7

1 	 3.7

20.03

Clear trend in }) - th
coefficients 	 .0

Moderate or -1e ,r trid
in both coefficints

3 	 ,( (

5

5 	 100.ü• 14 100„0 15 	 100.0

Tcdpie le. Correlation coefficients between input-output ratios for Norwegian
and corresponding imported comfletitive inputs, distributed according
to the size of the re -resin coefficient with respct to time for
each input-clitut roti ol)

Trend character of
input-outTlit ratil)s

- 	 • 	 - • 	 • 	 • 	 • 	 • 	 - 	 • 	 •	 .. 	 . 	 . 	
• 	 • 	 , 	 • 	 • 	 . . 	 . . .

Large 77.0sltive 	 Lare negative
correlation 	 corrclatic)n
coofficient: 	 coefficients•• 	 •. 	 - 	 - 	 . ........„..............
Number 	 Per 	 Number 	 Per 	 Number

cent 	 of items cent 	 of items cent
. 	 . 	 '

Small correla-
tion coeffi-
cients

Per
of item,

No trends . 	 0 0 0 , • Si, •
	 5 	 33.3

Moderate trend in cne
coefficient, nc trend in
the other .....,. 	 2 	 14. 3	1	 !7_,7

Clear tren in one coeffi-
cient, no trend in the
other • k• • • • • 0

	 21„-, 	 5 	 40.-)

No trend in at last one
of the input coefficients
	

G i;
	

12 	 80,0

Moderate tren: in Lo h
coefficients

Clear trend in one noE.,-ffi-
cient, moderate trend in
the other . , 0 • e t, a ao o

	 9 	 14,3	 2 	 13.3

1) The classification used

No trend: reression coefficient less than 2.2 times its standard
(leviation

Moerate trEmd: re'L7ression coefficient in the range 2.'2 - 3.2 times its
standard deviation

Clear trend. re7re,-,-sion coefficien, exceed
	

3.2 times its standard .
deviation
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In the five cases of comnlementarity between Norwegian and corresponding

imported inputs the association is connected with trends in the input-output

ratios.

Whereas 82 per cent of the large correlations among the 883 observa-

tions were between input-output ratios which both had moderate or clear

trends, the corresponding percentage of small correlations where both the

correlated input-output ratios had moderate or clear trends was 11 among the

883 observations and 20 among the 34 observations here.

We may probably take these results as an indication that the substitu-

tion effects which we can observe between Norwegian products and corresponding

imports are to a much greater extent the effects of direct shifts between

inputs from these two sources than the substitution effects that we can

observe between two random input-output ratios.

We can get an impression of the substitutability between the inputs

considered here, as compared to substitutability in general, by *considering

the number of cases in which an input-output ratio for a competitive input

has a higher negative correlation with the input-output ratio for the input,

with which it is supposed to compete, than with any other input-output ratio

with which it can be correlated. This number can be compared with what it

would have been if each correlation coefficient had the same probability of

being the highest. The results are given in table 19.

Table 19. Correlations of input-output ratios with corresponding competitive
inputs comared with correlations with other iniputs

Number of input-output NumLer of casesNumber of	 Number if allratios with whicheach	 when correlation
conetitiv	 correlations hadmcoetitive i	 m	 e

nput-output	 '	 - with competitive
input-output .ratio has been	 input was negaratios	 -

correlated	 tive and higher

the same probabi-
lity of being
highest

than all others

3

4

5

6

7

Total

	0 	 2	 2.0

	Cs 	 3	 2.0

	

4	 0	 0.8

	

34	 1,	 5.7

	G. 	 2	 0.9

	

10	 7	 1.2
	ro 	 27	 12.6
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The correlation with the corresponding competitive insut is hiu,hest

in 27 cases, í0e . 39.0 17ser cent of the total of GO caese (34 Norwegian,

competitive and the correspondin 34 imports, comi:etitive
1) ), whereas the

exnected number would only be abent 13 if each correlation had the same

chance of being highest. Thus the substitutability 'ketweei, corresponding

competitive Nerweg 4 an and imperted inputs is e..sain confirme ,fL. Still there

arc 41 cases, or more than CO per cent, in which nt least ene other input-

output ratio was mere strow71y negatively correlated with a competitive input-

output ratio than the inIsut-output ratio for the corresponding competing" input
A fair conclusion seems to be, that our data indicate stronger tendencies to
substitutability between Norwegian and corresponding imported competitive
inputs, than between random pairs of inputs, but not very much stronger.

. Covariations of input-output ratios within substitution groups

In our data we classified as "substitution groups the main input and

all inputs which could be ex ,s-cted to be relatively close substitutes far it

in a sector. A sector could have several main inputs and thus several

substitution 7roups. We may now ask if there is a stronger tendency to

covariation between input-output ratios which belong to the same substitution

group than between input-output ratios in general. We have investigated this

by studying the distribution of corre_Latien coefficients for input-output

ratios belonging to the same substitution groups. If we consider the

specified input-output ratios, the results will be influenced hy the fact

that in most substitution groups both Norwegian competitive and corresponding

imports are groused together, so that any particular tendency to covariance

between correspondinE competitive inputs may influence the results. As

concequence of this, we have studied the distributions, both when all

specified inputs are treated separately, and when Norwegian and corresponding

imperted inputs have been lumped together.

In a few cases, where the grouping, of date in our computer program

made it desirable , we have let specified Norweian or imports, competitive

serve as proxies for competitive inputs combined.

The coverage in this part cf the study is given by the following table:

I) It may be noted that the results for a 'pair of corresponding competitive
inputs are not entirely independent, but it is difficult to appreciate
to what extent, if e:rly, this will influence our results.



ion, fer substitution groups
ArtuPlly computed correlations
in :roups of

_-5

Total 

in per
cent of

Table 20. Possible and actually aamputed correl .c.
• ••.• 	••	 • 	 - 	 . . . . 	 . 	 . 	 . 	 . . 	 . 	 . .

Substitution groups with 	 Number 	 Possible
possible numbers of
correlations

of -ur.- 	 number
7titution of cor-
rours 	 relations

'7 ,ccifil inputs

1 - 5

r,
 -10

11 -2 0 ..,...

Tutal ........‘

With competitive inputs
combine

1 - 5 .	 q 0 0 5 0

5 -10 .

Total

	55 	 3 0 	 . 	 30 	 60.0

...1(:) ,, (-1,-
4., 	

34 .

. 

	

59 	 55.7

	

154 	 10 	 46 	 36 	 03 	 63.6

„c.,2 	 315 	 71 	 80 	 35 137 	 59.4

4fl 	 54 	 07,1

	

56 	 14 	 40 	 54 	 96.5

Li- 	 RP, 	 4r; 	 10,'' 	 91.5

	

llr 	 .
•

5060•560••V

15

0G0
	

6.06

* 0 0 0 0

005 ,3•
	

0006 	 ••60

00
	

.6006656 	 00,1C

We may now compare the distribution of correlation coefficients for

inputs beiening to the s .,,uoie substitution groups with the distribution of all

the 803 correlation ccefficionts studied in the first part of this study and

also with the 34 correlation coefficients between Norwegian, competitive and

corresponding Im orts, cmpetitive, The ç'ump=ison can he made in tabl ,, 21.

Table 21. Coefficients of r-orre1,71 ic)n .)c,tween („irs cf inTiat-outnut ratios 	
• •

Size of coefficient 	 Inputs bolonciar to the
of correlation 	 some substitution :: ,.rouL

Competitive

inuts
ilr)uts com-

Specified

Lined

Norwegicn 	 All
and correspon- specified
din7 imported 	 inputs
in77)uts     

rct   Pcto .cct ,

.71 and over ...... 	 11

.57 - 	 .70 	 ,...

.31- 	 .55 ceoso.aoce 	 3 L4

.11- 	 .30 ........ c	
n,

- .10 - 	.10 -,..c.	 ou 	 24
-.30 - -.11 ..... 	 ,P,	 15
-.55 - -.31 50 	 5 V 60 	 41
-.70 - -.57 0000 	 0400,	 15
-.71 and less ow.- 11
T o t a 1 .5040.00 	 66,, 	 137

5.9

1).2

	

14.5 	 13

	

12. - 	12

	

0.0 	 13
;L9 23
,

5,9 	 13
100

	6,5	 0, 	0'	 750.5

	

7.4 	 1 	 2 .9' 	 65 	 7.4
	1 2.0 	 LI 	 11.7 	 121 	 13.7

10012.2

	

12.1 	 2 	 5.9

	

11.1 	 3 	 '7.0 	 100 	 11.3
,

	

12.0 	 , 	 00:-; 	 120 	 13.6

	

21.3 	 r) 	 17.7 	 143 	 16.2

	

5.6 	 r) 	 17.7 	 64 	 7.3
G 	 17 	 07.079.012.0

U3 100.034

	

100.0 	 100.0

	.5 - - 	 0541

r=	 - 	• 5 0

-.56 - 0 66000066..0,

-1.00 - -.57

20 	 1C,7 	 15 	 13,9
71 	 o c, r

	

1/4., (. . ,	 37 	 30.5
7r, , 	37.4	 41 	 30,0

	. ?r,3,(-) 	 19 	 17.6... 	 ..........._ 	 :_.: ..-

11.7 	 140 	 15.9
23,5 	 275 	 31.1
294	317	 35.9

12 	 35.4 	151 	 17.1
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The figures do not appear tc confirm our hypothesis of a stronger

tendency to covariation for inpututput ratios in the substitution groups.

Surprisingly, the tendency to covariation appears to be somewhat stronger

when we consider the competitive inputs combined than when we consider all

the specified in  ts in the substitution groups. This is possibly an effect

of the auregation which is done when corresponding competitive inputs are

combined.

in any case we must conclude that our efforts at designating particu-

lar 'substitution groups" around the main inputs into each sectors does not

appear to have 9:iven us groups of inptt-output ratios with stronger tendencies

to covariation than pairs of input-output ratios picked at random.

Since we found that covariations within pairs of input-output ratios

could apparently to a very large extent be explained by the existence of time

trends in both ratios, it makes sense to investigate what this factor may

mean for cr ,vari ,,tion in the substitution groups. The existence of linear

time trends for pairs of input-output ratios within substitution groups are

indicated by table 22. The rosults for all specified inputs are reproduced,

from table S for comparison.
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The results for substitution urours corresrond very well with the

general results. Possibly, the existence of time trends does not explain quite

as much of the high correlations when we consider all specified inputs in the

substitution gr-ups as when we ctnnsider the ccmnetitive inputs combined in the

substituti,nn -:;roups, or when we consider all specified inputs. The percentages

of high correlations characterised as having moderate or clear trend in both

input-cutput ratios, were S5.2, ST.3 and 81.7 in the three groups respectively.

The differences are, however, hardly big enough to confirm the hyno-

thesis which led to our definition of 'substitution groups".

V. Covaria ions oç inalI:pu nut ratios and sums ofinput -out -ut ratios

A narticular aspect of substitution is its effects on the sum of

input-output ratios for intermediate goods. Let us term this sum the input

sum, ratio.

When we single out the intermediate inputs as a separate 7,oup ane

compute the input sum ratio, we mny have changes in this sum ratio1) as a

result of substitutions involving the relative proportions of intermediate

inputs and not affecting the input nronortions for primary inputs like labour

and capital, we may have changes in the input sum ratio, which are associated

with changes in relative nronortions for both intermediate and primary inputs,
in the input sum ratio

and we may have chanses'iunder constant relative proportions between inter-

mediate inputs with or without changes in the relative use of primary inputs.

If the latter type of changes in the input sum rntio are dominating,

this is a F'upport for the method of proportional adjustments of input-outpüt

ratlos for intermediate goods, on the basis of observed chalves in the input

sum ratio in cases where observations cf individual innuts are lacking.

We have studied this nroblem by analysing, the coeffin.ients of

correlation between specified input-outnut ratios and the input sum ratios

We have selected specified input-outnut ratios for inclusion  in this part or

the study in precisely the same manner as we Cad for the study of substitution

and complementarity between inputs in general. We obtain in this way from

our computer program altogether 205 correlations, whereas the greatest number

which might have been computed is 404, i.e. we cover 70,6 per cent of all.

We obtain 193 or 85,7 per cent ,:- the 225 possible correlations between ratios

for competitive inputs combined and input sum ratios and an additional 7

cases or 3.1 per cent where we have substituted the ratio for Norwegian,

-) Computed from constant price values.
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competitive for competitive inputs combined, We obtain 75 or 49.3 per cent

of the 152 correlations between ratios for Norwep:ian, non competitive and

input sum ratios, which could have been computed, and finally 10 or 37.0 per

cent of the 27 correlat ions  beteen ratios for imports, non-competitive and

Input sum ratios, which could have Loen oamputed.

The distribution is given in table 23. There is , considerable over-

weight of positive 7orrelations, As many as 127 or 44.9 per cent are

significantly different from zero at the 5 CrT 	 cent level, and of these the

majority are positive. Since we are here ccrrelatin individual addends

with their sums, we must expect positive correlations, particularly for items

which constitute considerdhle fractions of the sums with which thcy are

correlated, either because they are "hi, or because the sum is made up of few

aCidends. In table 24 we heve gro-Ted the sectors according to the number of

addends in the input sum ratio. 17,Dr each
	 w have then ordere( 21 the

sectors according to the fraction of comruted correlations with the input sum.'

ratios which were above C.50, and ,j_ven the cumulative distributions, starting

from 0 high correlations . The figures indicate a tendency for a greater

roportion of the individual input-outTput ratios to show a strong positive

correlation with the input sum ratio, when there arc few individual inputs than

when there are many, but the differences are perhaps not as biJT. 	 nce m17ht

have expected.

Table 23. Distribution of cor-fficients of correlation between individual
input-output ratios and input sum ratios••____•. •. 	 • 	 • • 	 . 	 • •

Size of coefficient of 	 Number of
correlation 	 coefficients

. 61

	

.41 - 	 .00

	

.21- 	 .40

	

(+)0 - 	 .20
(-)0 	 - 20

	

-.21 - 	 -.40
-41
-.01
-.01 	 -1.00
T ota'

'27'1

51
35
29
33

IG
12
3

205

17.9
17.9
12.0
10.2
11.0
9.r
9,1
5.r
4.2
1.1

100.0

Per cent

	.57 -	 1.00
	-.50-	 .55

-.57 - -1.00
Tot7. 1

37.9
55.0

f7).3
100 ,0

(-00 - 	 1. 00
	

70.2
(-)0 - -1.00
	

05
	

29.0
Total
	

2:5
	

100
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Table 24. Cumulative distribution s. of sectors accrding to the proportions of
correl.ation c7)efficients between individual input-out7ut ratios and
the input sum ratio which were high (above 0.50).

NumLer of
Fractions of thecom

input

utcJ. corrclati ns with the input sumadd.ends in
ratio which wez,e abve .50.the input

	-

sum 	 0 0-2/10 0-3/10 0-4/10 0-5/10 0-6110 0-7110 0-0/10 0-9/10 Toti Number'
OM.	

2 - 3 	 13.6 13.6 	13C	 27.3 	 50.0 	 50.0 	 00.5 	36.5 	 05.5 100,0 	 22
4 	 607 	 6.7 	 26.7 	 40.7 	 05.7 	 ,36.7 	 73.4 1n0,0 100.0 100.0 	 15
5 	 12.2 27.3 	 r)-,_/.,,,1

	

 63.0 	 63.5 	 r.;„.G 	 cl.0 	 01.0 	 21.0 100.0 	 11
0 - 7 	 7.2 14.3 	 2f:',.(3. 	 57.2 	 e5.7 	 92.9 	 92.9 	 92.9 	 92.9 100.0 	 14
3 - 14 	 14.3 21.5 	 37 	 71.5 	 7,5.3 	 P,5.7 	 92.9 Ino.o :boo.° 100.0 	 14
Total U.' 15.0 	 25.0 	 50 0 	 67.2 	 69.a 	 05.5 	 92.1 	 02.1	100.0	 76    

The effect of the size of the coefficient is illustrated in table 25,

where the correlations have been groure according to the size of the input-output

ratio. The dominance of high, positive coefficients of correlation is evident in

all size L7roupo, but, as expecte, the big in7ut-outut ratios are strongly posi-

tively correlated with the input sum ratio considerably more often than the

smaller input-output ratios.
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We must conclude th7t there is every reason to 1)el1ev- , that proporticmol

adjustment of the inut-outr)ut ratios for intermec.aate 0-oc:'s on the basis of

revised estimates of the input sum ratios will improve the estimates of the

input-output ratios when data for a past year have to he utilized as a basis and

only the input sum ratios can be given for the year of analysis However, it

is a f7, 1, stop from this canslusion to an assertion that the m,Jor part of

variations in input-output ratios for intermediate :cods can be ex7lained by

variations in the input sum ratio. As our analysis irCicated, the "explanation'

appears to be so much depending on the fact that the explanatory" variable i,

the sum of the " ,,xplainec7" variables, and there is so much 'unexla1ne0"

variation left in the individual input-output ratios , that one may romain

rather sceptica.„ to theories aimed at exT)laininF, variations in Individual

input-output ratios thrf-ugh a theory for the variations in their sum.



Appendix table A. Frequencies of high correlation coefficients. All sectors 

Numbers of
correlation
coefficients

Percentages
of high
correlation
coefficients

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes
from expected
numbers for

Sector •■•••■•••.....	  
Of these

Total

Nega- Posi- Nega- Posi- 	 Nega- Posi-
Total 	 Sum

tive tive tive tive 	 tive tive

Sectors with high frequencies
for both high negative and
high positive correlations:

1319 Other oil refineries etc.

Sectors with high frequency
for high negative and 'normal"
frequency for high positive
correlations:

1150 Whaling
1201 Slaughtering and prepar-

ation of meat .........
1206 Grain mill products and

livestock feed ............
1251 Sawmills, planing mills and

wood preserving .....
1330 Non-metallic mineral

products
1341 Iron and steel works and

rolling mills 0.* 0 • • • • • •
1740 Railway transport 	 .••.
0055 Unspecified energy

Sectors with normal frequency
for high negative and high
frequency for high positive
correlations:

1259 Other wood and cork
products 0,400001.00....0.4111

1273 Paper, paperboard and
cardboard

1318 Vegetable oil mills .....
1343 Refining of aluminium .....
1349 Non-ferrous metal foundries
1380 Building and repairing of

steel ships
0052 Unspecified office supplies

25 	 7 	8	 28.0 32.0 60.0 	 0.13 0.04 0.004

4 	 3 	 75.0 	 - 75.0 	 0.01 0.61 0.11

	

6 	 2 	 33.3 	 - 33.3 	 0.27 0.60 1.00

	

12 	 4 	 3 	 33.3 25.0 58.3 	 0.13 0.44 0.07

	

37 	 13 	 5 	 35.1 13.5 48.6 	 0.003 0.60 0.04

	

42 	 10 	 9 	 23.8 21.4 45.2 	 0.22 0.40 0.09

	

53 	 13 	 8 	 24.5 15.2 39.7 	 0.12 0.76 0.31
4 	 2 	 1 	 50.0 25.0 75.0 	 0.13 1.00 0.11

	

16 	 5 	 2 	 31.3 12.5 43.8 	 0.17 0.76 0.36

	27	 4 	 7 	 14.8 25.9 40.7 	 0.79 0.20 0.39

	

22 	2	 7 	 9.1 31.8 40.9 	 0.34 0.06 0.43

	

34 	 5 	 10 	 14.7 29.4 44.1 	 0.76 0.05 0.17

	

20 	 5 	 6 	 25.0 30.0 55.0 	 0.32 0.11 0.04

	

5 	 - 	 2 	 - 40.0 40.0 	 0.60 0.20 1.00

	

31 	 4 	 10 	 12.9 32.2 45.1 	 0.58 0.02 0.15

etc. 	 117
	

17 	 24 	 14.5 20.6 35.1 	 0.54 0.26 0.64
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Appendix table A (cont.). Frequencies of high correlation coefficients. All sectors

Sector

Posi-
tive

Numbers of
correlation
coefficients

Total Of thesehigh: 
Nega- Posi- Nega-
tive tive tive

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes
from expected
numbers for
Nega- Posi-

Total 	 Sum
tive tive

Percentages
of high
correlation
coefficients

Sectors with normal frequencies
for both high negative and high
positive correlations:

	1130 Hunting etc. OW00,0,000. 29 	 6 	 5 	 20.6 17.2 37.9 	 0.53 0.90 0.58

	

1170 Coal mining .............. 35 	 7 	 8 	 20.0 22.8 42.8 	 0.60 0.33 0.22

	

1181 Metal mining ............. 17 	 4 	 2 	 23.5 11.8 35.3 	 0.50 0.75 0.84

	

1190 Quarrying and mining,n.e.c. 38 	 5 	 8 	 13.2 21.0 34.2 	 0.56 0.47 0.87

	

1202 Dairy products 0•••••00000 12 	 2 	 2 	 16.7 16.7 33.3 	 1.00 1.00 1.00

	

1203 Margarine •0••••••••••00** 	 4 	 1 	 1 	 25.0 25.0 50.0 	 1.00 1.00 0.60

	

1205 Fish processing •......... 16 	 3 	 2 	 18.8 12.5 31.3 	 1.00 0.76 0.88
1211 Distilling, rectifying and

	blending of spirits •..... 	 9 	 2 	 3 	 22.2 33.3 55.6 	 1.00 0.37 0.17
1213 Breweries and soft drinks

	

production •00.0000.00•040 	 7 	 1 	 ... 	 14.3 	 - 14.3 	 1.00 0.36 0.44
1230 Textiles except knitting

	and cordage 000000..00.W 50 	 6 	 6 	 12. 	 12.0 24.0 	 0.38 0.38 0.17
1243 Working clothes and other

	

garments .000..9000.0 .f.40 	 1 	
.■ 	 ... 	 .. 	 ..,

	 1.00 1.00 1.00

	

1271 Mechanical pulp •••••••••• 16 	 2 	 4 	 12.5 25.0 37.5 	 0.76 0.50 0.70

	

1282 Printing, etc. •.....••••• 12 	 1 	 2 	 8.3 16.7 25.0 	 0.70 1.00 0.76
1290 Leather and leather
	products ............ 00.$0 13 	 3 	 1 	 23.1 	 7.7 23.1 	 0.71 0.50 0.87

	

1300 Rubber products ..... 'OW 12 	 2 	 3 	 16.7 25.0 41.7 	 1.00 0.44 0.69
1311 Calcium carbide and

	cyanamide •000.0••00..00,0 27 	 4 	 6 	 14.8 22.2 37.0 	 0.79 0.44 0.65

	

1317 Herring oil and fish-meal. 15 	 4 	 4 	 26.7 26.7 53.4 0.49 0.49 0.09

	

1342 Iron and steel foundries.. 14 	 2 	 3 	 14.3 21.4 35.7 	 1.00 0.72 0.83
1344 Crude metals not elsewhere

classified ..000.0.0.000.0 74 14 	 15 	 18.9 20.3 39.2 	 0.60 0.41 0.26

	

1390 Miscellaneous manufacturing 25 	 3 	 5 	 12.0 20.0 32.0 	 0.53 0.65 0.91

	

1530 Trade •000.000000000.00000 	 9 	 2 	 3 	 22.2 33.3 55.6 	 1.00 0.37 0.17

	

1552 Non-life insurance ....... 	 6 	 - 	 - 	 _ 	 _ 	 .. 	 0.60 0.60 0.18

	

1580 Commercial buildings ..... 34 	 7 	 4 	 20.6 11.8 32.4 	 0.60 0.44 0.94

	

1701 Ocean water transport •... 	 3 	 1 	 1 	 33.3 33.3 66.7 	 1.00 1.00 0.26

	

1702 Coastal water transport .. 	 7 	 ,.,4	 1 	 28.6 14.3 42.9 	 0.61 1.00 0.69
1730 Services related to water
	transport .0000.000000•000 	 9 	 - 	 1 	 - 11.1 11.1 	 0.37 1.00 0.29

	

1760 Land transport n.e.c. •••• 	 4 	 - 	 - 	 .. 	 .. 	 ... 	 0.61 0.61 0.31
1780 Services related to

	

transport and storage • • . . 	 7 	 1 	 2 	 14.3 28.6 42.9 	 1.00 0.61 0.69

	

1790 Communications ....... •0 . . 	 3 	 _ 	 - 	 .. 	 .. 	 .. 	 1.00 1.00 0.56
1860 Legal, technical and

	

business services .... . • .. 	 3 	 - 	 1 	 .. 33.3 33.3 	 1.00 1.00 1.00

	

1870 Recreation services .. • • • . 	 4 	 - 	 1 	 .._ 25.0 25.0 	 0.61 1.00 1.00
0057 Unspecified services WO* 113 15 	 17 	 13.3 17.8 31.1 	 0.33 0.65 0.29

	

0033 "Invisible" imports ...... 	 9 	 1 	 2 	 11.1 22.2 33.3 	 1.00 1.00 1.00

	

0094 Transfers •.00.0000.00•••• 	 2 	 4.4 	 .4 	 1.00 1.00 0.86



Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes
from expected
numbers for

Sector
Of these

Total high:

Numbers of
correlation
coefficient-

Percentages
of high
correlation
coefficients

5

Appendix table A (cont.). Frequencies of high correlation coefficients. All sectors

Mega- Posi- Nega- Posi- 	 Nega- Posi-
Total 	 Sum

-Live tive tive tive 	 tive tive

Sectors with high frequency
for high negative, and low
frequency for high positive
correlations:

1510 Gas supply .. • *• • • ....... 	 27 25.9 	 7.4 33.3 	 0.20 0.20 0.97

Sectors with low frequency
for high negative and high
frequency for high positive
correlations:

1370 Wires and cables . ....... 31 	 1 	 8 	 3.2 25.8 29.0 	 0.04 0.17 0.64

Sectors with normal frequency
for high negative and low
frequency for high positive
correlations:

1110 Agriculture . 0. . • • • • • . . • 	 59 12 	 3 	 20.3 	 5.1 25.4
1121 Forestry ............... • 	 24 	 4 	 1 	 16.7 	 4.1 20.8
1209 Other food preparation . • 	 36	 8 	 3 	 22.2 	 8.4 30.6
1275 Paper and paperboard

products
1315 Chemicals and products of

chemicals ............. 	 219 36
1340 Ferro alloys 	 ...12122
1356 Metal products except

60 12 	 5 	20.0 	 8.3 28.3

26 	 16.4 11.9 28.3
16.7 	 - 16.7

0.45 0.02 0.22
1.00 0.10 0.20
0.37 0.18 0.76

0.49 0.08 0.44

0.93 0.06 0.14
1.00 0.24 0.36

ships 	 115 19

Sectors with low frequency
for high negative and normal
frequency for high positive
correlations:

1500 Electricity supply .

Sectors with low frequencies
for both high negative and
high positive correlations:

9 	 16.5 	 7.8 24.3 	 0.97 0.01 0.05

0.04 0.38 0.0250 	 3 	 6 	 6.0 12.0 18.0

1140 Fishing etc. ............
1233 Cordage, rope and twine..

27 	 1 	 2 	 3.7 	 7.4 11.1	 0.07 0.20 0.01
12 	 0.24 0.24 0.03

0.50 0.47 0.40T o t a 1 	 _1766  302  28017.1 15.8 32.8



Numbers of
correlation
coefficients

Of these
hic-h:

Percentages
of high
correlation
coefficientsSector

Total

52

Appendix table B. Frequencies of high correlations between input ratios from
the same pairs of producing sectors

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes
from expected
numbers for

Nega- Posi- Nega- Posi-
tive tive tive tive

Nega- Posi-
Total

tive tive
Sum

1315 Chemicals and products )
of chemicals

1356 Metal products except 	 22

ships .... 	 .*- ••• • • • .)

0052 Unspecified office
supplies etc. .......

0057 Unspecified services

1315 Chemicals and products
of chemicals .00.0.•004

0057 Unspecified services

1315 Chemicals and products
of chemicals .........

1344 Crude metals n.e.c.

1315 Chemicals and products
of chemicals ........

0052 Unspecified office
supplies etc. --ow.

Agriculture
Chemicals and products
of chemicals 	 .)

Commercial buildings •
Unspecified office
supplies etc.

Textiles except knitting)
and cordage
Chemicals and products
of chemicals

Commercial buildings ...t
Unspecified services ...f

Chemicals and products
of chemicals 	 • •
Non-metallic mineral
products ....

Chemicals and products
of chemicals .........
Electricity supply .

Crude metals n.e.c.
Metal products except
ships 	 ............

Coal mining ...........
Chemicals and
 chemicals

 products

1

• )

t,

•)
1110
1315

1580
0052

1230

1315

1580
0057

1315

1330

1315

1500

1344
1356

1170
1315 7

	

13.7 	 13.7

1 	 5.0 	 5.0 10.0

1 	 7.1 	 7.1 14.3

1 	 33.3 	 8.3 41.7

1 	 25.0 	 8.3 33.3

	

18.2 	 - 18.2

9.1 18.2 27.3

2 	 - 22.2 22.2

	

22.2 	 - 22.2

2 	 25.0 25.0

	

12.5 	 12.5

0.59 0.06 0.05

0.25 0.25 0.03

0.49 0.49 0.14

0.13 0.70 0.55

0.44 0.70 1.00

1.00 0.10 0.30

0.71 1.00 0.76

0.37 1.00 0.73

1.00 0.37 0.73

0.37 0.64 0.73

1.00 0.37 0.29

0.14 1.00 0.46

0.36 0.36 0.11

	

20 	 1

14 1

	

12 	 4

	

12 	 3

11 2

11 1

9

	

9 	 2

8 	 1

8 	 3 	 1 	 37.5 12.5 50.0



Of these
high: 

Nega- Posi-
tive tive

Sector
Total

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnituda3
from expected
numbers for 
Nega- Posi-

Total
tive tive

Nega-
tive

Posi-
tive

Numbers of
correlation
coefficients

Percentages
of high
correlation
coefficients

Sum

t7,17),

Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors

1315 Chemicals and products
of chemicals ........ ••

1341 Iron and steel works
and rolling mills ... . • .)

1341 Iron and steel works
and rolling mills .

1344 Crude metals n.e.c.

1500 Electricity supply
0057 Unspecified services . • .

1275 Paper and paperboard
products 	 . •

1315 Chemicals and producte
of chemicals ..........

1341 Iron and steel works

1356 Metal products except
and rolling mills ...... L
ships .•••-••.••••••.•

1110 Agriculture .......
0052 Unspecified o'ffice

supplies etc. .... •

1121 Forestry $00.000041.414f..i\
1315 Chemicals and products

of chemicals . 411.M.Ottiff

1209 Other food preparation-,
1315 Chemicals and products

of chemicals

1251 Saw mills, planing mills\
and wood preserving ...

1315 Chemicals and products
of chemicals .........

1275 Paper and paperboard
products

0052 Unspecified office
supplies etc. 	 .....

1315 Chemicals and products
of chemicals .........

1318 Vegetable oil mills

1315 Chemicals and products
of chemicals 000A.00.00*(

1370 Electrical machinery,
apparatus, appliances etc;

7 	 1 	 1 	 14.3 14.3 28.6

7 	 1 	 1 	 14.3 14.3 28.6

7 	 3 	 - 42.8 42.8

6 	 1
	

16.7 	 - 16.7

6 	 1 	 2 	 16.7 33.3 50.0

5 	 2
	

40.0 	 - 40.0

5 	 2
	

40.0 	 - 40.0

	

20.0 	 20.0

5 	 3
	

60.0 	 - 60.0

5
	

1
	

20.0 	 - 20.0

5	 3
	

60.0 	 - 60.0

5
	

3	 - 60.0 60.0

1.00 1.00 1.00

1.00 1.00 1.00

0.36 0.09 0.69

1.00 0.60 0.67

1.00 0.27 0.40

0.20 0.60 1.00

0.20 0.60 1.00

1.00 0.60 0.67

0.04 0.60 0.34

1.00 0.60 0.67

0.04 0.60 0.34

0.60 0.04 0.34



Nega- Posi- Nega- Posi- Tot
tive Tive tive tive

1
Nega- Posi-
-Live tive 	

Sum

54

Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors 

Numbers of
correlation
coefficients

Percentages
of high
correlation
coefficients

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes.

from expected
numbers for

Sector Of theseTotal 
high:

1315 Chemicals and products
of chemicals

1380 Building and repairing

1344 Crude metals n.e.c. .4..-
1370 Electrical machinery,

apparatus,appliances,etc ?)

1356 Metal products except

0052 Unspecifiedoffice
ships
	5 	 1	 20.0 	 - 20.0 	 1.00 0.60 0.67

supplies etc. 	 • • • • • • . ./

1356 Metal products except
ships 	 • 	 5 	 1 	 20.0 	 - 20.0 	 1.00 0.60 0.67

0057 Unspecified services .. • ,/

0052 Unspecified office

	

supplies etc. 5 	 2 	 - 40.0 40.0 	 0.60 0.20 1.00
0055 Unspecified energy ......

S u m, sector pairs with 4
or more correlations 	 244 39 	 24 	 16.0 	 9.8 25.8 	 0.82 0.01 0.02

gs1580 Commercial buildings
	3	 100.0 	 100.0 	 0.005 1.00 0.040055 Unspecified energy

1319 Other oil refineries etc4
0052 Unspecified office 	 3 	 1 	 2 	 33.3 66.7 100.0 	 1.00 0.07 0.04

supplies etc. ..........,

1580 Commercial buildings ...

	

2 	 2 	 100.0 	 - 100.0 	 0.03 1.00 0.110057 Unspecified services ...,

1206 Grain mill products and
livestock feed ......... 	 2 	 - 100.0 100.0 	 1.00 0.03 0.11

1318 Vegetable oil mills ....!

1273 Paper, paperboard and
cardboard 	 2 	 2 	 - 100.0 100.0 	 1.00 0.03 0.11

1319 Other oil refineries etc

1251 Saw mills, planing mills,
and wood preserving

1259 Other wood and cork
products ...... .........,

1275 Paper and paperboard

of ships ..60.1e,b.06...

5 	 1 	 - 20.0 20.0 	 0.60 1.00 0.67

5 	 0.60 0.60 0.18

3	 2 66.7 	 66.7 	 0.07 1.00 0.26

products	 .....
1311 Calcium carbide and

cyanamide ..............)

2 66.7 	 - 66.7 	 0.07 1.00 0.26



Nega- Posi-
tive tive

Nega-
tive

Posi-
tive

Nega- Posi-
Total

tive tive
Sum

55

Appendix table B (cont.). Frequencies of high correlations between input ratios
from the same pairs of producing sectors

Hypothetical prob-
ability of obtain-
ing deviations of
observed magnitudes
from expected
numbers for

Numbers of
correlation
coefficients

Of these
Total high:

Percentages
of high
correlation
coefficients

Sector

	•■••■■■■

1190 Quarrying and mining
n•e•c• •.•••••••••-••••

1500 Electricity supply .
3 2 	 - 66.7 66.7 	 1.00 0.07 0.26

1230 Textiles except knitting
and cordage .......... . i•

2 	 - 66.7 66.7 	 1.00 0.07 0.261390 Miscellaneous 	 3 -
manufacturing

1273 Paper, paperboard and
cardboard --we..

0052 Unspecified office
supplies etc. ..... •• • • •

1275 Paper and paperboard
products

1318 Vegetable oil mills

1318 Vegetable oil mills
0052 Unspecified office

supplies etc. .........

1319 Other oil refineries etc.
0052 Unspecified office

supplies etc. ........

1341 Iron and steel works and
rolling mills

1380 Building and repairing
of ships

1344 Crude metals n.e.c.
0052 Unspecified office

supplies etc. ....

S u m listed sector pairs
with 2 and 3 correlations

3 2 	 66.7 66.7 	 1.00 0.07 0.26

3 	 - 	 2	 66.7 66.7 	 1.00 0.07 0.26

3 	 - 	 2	 - 66.7 66.7 	 1.00 0.07 0.26

3 	 - 	 2 	 - 66.7 66.7 	 1.00 0.07 0.26

3 	 2 	 -: 66.7 66.7 	 1.00 0.07 0.26

3 	 2 	 - 66.7 66.7 	 1.00 0.07 0.26

42 10 	 22 	 23.8 52.4 76.2

TOTAL NUMBER OF SECTOR PAIRS WITH:

4 correlations . ........ 	 22
3 correlations . ........ 	 45
2 correlations . 	 • • • •	 82
1 correlation ..... 252. 	 252
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